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Abstract. The field of compressed data structures seeks to achieve fast
search time, but using a compressed representation, ideally requiring less
space than that occupied by the original input data. The challenge is to
construct a compressed representation that provides the same function-
ality and speed as traditional data structures. In this invited presenta-
tion, we discuss some breakthroughs in compressed data structures over
the course of the last decade that have significantly reduced the space
requirements for fast text and document indexing. One interesting con-
sequence is that, for the first time, we can construct data structures for
text indexing that are competitive in time and space with the well-known
technique of inverted indexes, but that provide more general search ca-
pabilities. Several challenges remain, and we focus in this presentation
on two in particular: building I/O-efficient search structures when the
input data are so massive that external memory must be used, and in-
corporating notions of relevance in the reporting of query answers.

1 Introduction

The world is drowning in data! Massive data sets are being produced at un-
precedented rates from sources like the World-Wide Web, genome sequencing,
scientific experiments, business records, image processing, and satellite imagery.
The proliferation of data at massive scales poses serious challenges in terms of
storing, managing, retrieving, and mining information from the data.

Pattern matching — in which a pattern is matched against a massively sized
text or sequence of data — is a traditional field of computer science that forms
the basis for biological databases and search engines. Previous work has con-
centrated for the most part on the internal memory RAM model. However, we
are increasingly having to deal with massive data sets that do not easily fit into
internal memory and thus must be stored on secondary storage, such as disk
drives, or in a distributed fashion in a network.

Suffix trees and suffix arrays, which are the traditional data structures used
for pattern matching and a variety of other string processing tasks, are often
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“bloated” in that they require much more space than that occupied by the un-
compressed input data. Moreover, the input data are typically highly compress-
ible, often by a factor of 5-10. When compared with the size of the input data
in compressed form, the size of suffix trees and suffix arrays can be prohibitively
large, often 20-150 times larger than the compressed data size. This extra space
blowup results in increased memory resources and energy usage, slower data ac-
cess (because the bloated data must reside in the slower levels of the memory
hierarchy), and reduced bandwidth.

1.1 Key Themes in this Presentation

In this presentation we focus on some emerging themes in the area of pattern
matching for massive data. One theme deals with the exciting new field called
compressed data structures, which addresses the bloat exhibited by suffix trees
and suffix arrays. There are two simultaneous goals: space-efficient compression
and fast indexing. The last decade has seen much progress, both in theory and in
practice. A practical consequence is that, for the first time, we have space-efficient
indexing methods for pattern matching and other tasks that can compete in
terms of space and time with the well-known technique of inverted indexes [73,
52,74] used in search engines, while offering more general search capabilities.
Some compressed data structures are in addition self-indexing [61, 19,20, 28],
and thus the original data can be discarded, making them especially space-
efficient. The two main techniques we discuss — compressed suffix array (CSA)
and FM-index — are self-indexing techniques that require space roughly equal
to the space occupied by the input data in compressed format.

A second theme deals with external memory access in massive data applica-
tions [1,71,70], in which we measure performance in terms of number of I/Os.
A key disadvantage of CSAs and the FM-index is that they do not exhibit lo-
cality of reference and thus do not perform well in terms of number of I/Os. If
the input data are so massive that the CSA and FM-index do not fit in inter-
nal memory, their performance is slowed significantly. There is much interesting
work on compressed data structures in external memory (e.g., [2,4,27,17, 16, 38,
48, 55]), but major challenges remain.

The technique of sparsification allows us to reduce space usage but at the
same time exploit locality for good I/O performance and multicore utilization.
We discuss sparsification in two settings: One involves a new transform called
the geometric Burrows-Wheeler transform (GBWT) [9, 34] that provides a link
between text indexing and the field of range searching, which has been studied
extensively in the external memory setting. In this case, a sparse subset of suffix
array pointers are used to reduce space, and multiple offsets in the pattern must
be searched, which can be done especially fast on multicore processors. The other
setting introduces the notion of relevance in queries so that only the most relevant
(or top-k) matches [53, 6,64, 69, 36] are reported. The technique of sparsification
provides approximate answers quickly in a small amount of space [36].

Besides the external memory scenario, other related models of interest worth
exploring include the cache-oblivious model [25], data streams model [54], and
practical programming paradigms such as multicore [65] and MapReduce [11].
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2 Background

2.1 Text Indexing for Pattern Matching

We use T[1..n] to denote an input string or text of n characters, where the
characters are drawn from an alphabet 3 of size . The fundamental task of text
indexing is to build an index for T so that, for any query pattern P (consisting of
p characters), we can efficiently determine if P occurs in T'. Depending upon the
application, we may want to report all the occ locations of where P occurs in T,
or perhaps we may merely want to report the number occ of such occurrences.

The string T has n suffixes, starting at each of the n locations in the text.
The ith suffix, which starts at position ¢, is denoted by T[i..n]. The suffix
array [26,49] SA[1..n] of T is an array of n integers that gives the sorted order
of the suffixes of T'. That is, SA[{] = j if T'[j .. n] is the ith smallest suffix of T in
lexicographical order. Similarly, the inverse suffix array is defined by SA™*[j] = .
The suffiz tree ST is a compact trie on all the suffixes of the text [51,72, 68].
Suffix trees are often augmented with suffix links. The suffix tree can list all occ
occurrences of P in O(p + occ) time in the RAM model. Suffix arrays can also
be used for pattern matching. If P appears in T, there exist indices ¢ and r such
that SA[(], SA[¢+1],...,SA[r] store all the starting positions in text 7" where P
occurs. We can use the longest common prefix array to improve the query time
from O(plogn + occ) to O(p + logn + occ) time.

Suffix trees and suffix arrays use O(n) words of storage, which translates
to O(nlogn) bits. This size can be much larger than that of the text, which
is nlog o bits, and substantially larger than the size of the text in compressed
format, which we approximate by nHy(T'), where Hy(T) represents the kth-order
empirical entropy of the text T.

2.2 String B-trees

Ferragina and Grossi introduced the string B-tree (SBT) [16], an elegant and
efficient index in the external memory model. The string B-tree acts conceptually
as a B-tree over the suffix array; each internal node does B-way branching. Each
internal node is represented as a “blind trie” with B leaves; each leaf is a pointer
to one of the B child nodes. The blind trie is formed as the compact trie on the B
leaves, except that all but the first character on each edge label is removed. When
searching within a node in order to determine the proper leaf (and therefore child
node) to go to next, the search may go awry since only the first character on each
edge is available for comparison. The search will always end up at the right place
when the pattern correctly matches one of the leaves, but in the case where there
is no match and the search goes awry, a simple scanning of the original text can
discover the mistake and find the corrected position where the pattern belongs.
Each block of the text is never scanned more than once and thus the string
B-tree supports predecessor and range queries in O(p/B +logg n+ occ/B) 1/0s
using O(n) words (or O(n/B) blocks) of storage.
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3 Compressed Data Structures

In the field of compressed data structures, the goal is to build data structures
whose space usage is provably close to the entropy-compressed size of the text.
A simultaneous goal is to maintain fast query performance.

3.1 Wavelet Trees

The wavelet tree, introduced by Grossi et al. [28,24], has become a key tool in
modern text indexing. It supports rank and select queries on arrays of characters
from Y. (A rank query rank(c,i) counts how many times character ¢ occurs in
the first ¢ positions of the array. A select query select(c, j) returns the location
of the jth occurrence of ¢.) In a sense, the wavelet tree generalizes the rank and
select operations from a bit array [59,57] to an arbitrary multicharacter text
array T, and it uses nHy(T) + ¢ + O(n/log, n) bits of storage, where n is the
length of the array T', and ¢ is the number of distinct characters in T

The wavelet tree is conceptually a binary tree (often a balanced tree) of
logical bit arrays. A value of 0 (resp., 1) indicates that the corresponding entry
is stored in one of the leaves of the left (resp., right) child. The collective size of
the bit arrays at any given level of the tree is bounded by n, and they can be
stored in compressed format, giving the Oth-order entropy space bound. When
o = O(polylogn), the height and traversal time of the wavelet tree can be
made O(1) by making the branching factor proportional to o€ for some € > 0 [21].

Binary wavelet trees have also been used to index an integer array A[l..n] in
linear space so as to efficiently support position-restricted queries [35,45]: given
any index range [/, ] and values z and y, we want to report all entries in A[¢..r]
with values between = and y. We can traverse each level of the wavelet tree in
constant time, so that the above query can be reported in O(occlogt) time,
where occ denotes the number of the desired entries.

Wavelet tree also work in the external memory setting [35]. Instead of using
a binary wavelet tree, we can increase the branching factor and obtain a B-ary
(or v/B-ary) wavelet tree so that each query is answered in O(occlogg t) I/Os.

3.2 Compressed Text Indexes

Kérkkéinen [37] exploited Lempel-Ziv compression to develop a text index that,
in addition to the text, used extra space proportional to the size of the text (later
improved to O(nHy(T)) + o(nlog o) bits). Query time was quadratic in p plus
the time for p 2D range searches. Subsequent work focused on achieving faster
query times of the form O((p + occ) polylogn), more in line with that provided
by suffix trees and suffix arrays. In this section we focus on two parallel efforts
— compressed suflix arrays and the FM-index — that achieve the desired goal.

Compressed Suffix Array (CSA). Grossi and Vitter [30, 31] introduced the
compressed suffiz array (CSA), which settled the open problem of whether it
was possible to simultaneously achieve fast query performance and break the
(nlogn)-space barrier. In addition to the text, it used space proportional to the
text size, specifically, 2nlog o +O(n) bits, and answered queries in O(p/ log, n+
occlog, n) time. The key idea was to store a sparse representation of the full
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suffix array, namely, the values that are multiples of 27 for certain j. The neighbor
function ®(i) = SAT'[SAJi] + 1] allows suffix array values to be computed on
demand from the sparse representation in O(log, n) time.

Sadakane [61, 62] showed how to make the CSA self-indexing by adding auxil-
iary data structures so that the @ function was entire and defined for all 7, which
allowed the text values to be computed without need for storing the text 7.
Queries took O((p+ occ) logn) time. Sadakane also introduced an entropy anal-
ysis, showing that its space was bounded by nHy(T) + O(nloglog o) bits.*

Grossi et al. [28] gave the first self-index that provably achieved asymptotic
space optimality (i.e., with constant factor of 1 in the leading term). It used
nHj,(T)4o(n) bits and achieved O(plog o+ occ(log® n)/((log® log n) log o)) query
time.> For 0 < € < 1/3, there are various tradeoffs, such as 1nHy(T) + o(n)
bits of space and O(p/log, n + occ(log2€/(1_5) n)log'™“ o) query time. The &
function is encoded by representing a character in terms of the contexts of its
following k characters. For each character ¢ in the text, the suffix array indices
for the contexts following ¢ form an increasing sequence. The CSA achieves
high-order compression by encoding these increasing sequences in a context-by-
context manner, using Oth-order statistics for each context. A wavelet tree is
used to reduce redundancy in the sequence encodings.

FM-index. In parallel with the development of the CSA, Ferragina and Manzini
introduced the elegant FM-index [19, 20], based upon the Burrows- Wheeler trans-
form (BWT) [7,50] data compressor. The FM-index was the first self-index
shown to have both fast performance and space usage within a constant factor
of the desired entropy bound for constant-sized alphabets. It used 5nHy(T') +
O(n¢a°t +no/logn) + o(n) bits and handled queries in O(p + occlog® n) time.
The BWT of T is a permutation of T' denoted by Thwt, where Thyi[i] is the
character in the text immediately preceding the ith lexicographically smallest
suffix of T'. That is, Thwt[i] = T[SA[] —1]. Intuitively, the sequence Thwt[7] is easy
to compress because adjacent entries often share the same higher-order context.
The “last to first” function LF is used to walk backwards through the text;
LF(i) = j if the ith lexicographically smallest suffix, when prepended with its
preceding character, becomes the jth lexicographically smallest suffix.

The FM-index and the CSA are closely related: The LF function and the
CSA neighbor function @ are inverses. That is, SA[LF(¢)] = SA[i] — 1; equiv-
alently LF(i) = SA™[SA[i] — 1] = &~'(i). A partition-based implementation
and analysis of the FM-index, similar to the context-based CSA space anal-
ysis described above [28], reduced the constant factor in the FM-index space
bound to 1, achieving nHy(T) + o(n) bits and various query times, such as
O(p + occlog'™“n) [21,29]. Intuitively, the BWT T (and the CSA lists) can
be partitioned into contiguous segments, where in each segment the context of
subsequent text characters is the same. The context length may be fixed (say, k)

4 We assume for convenience in this presentation that the alphabet size satisfies o =
O(polylogn) so that the auxiliary data structures are negligible in size.

5 We assume that k < alog, n — 1 for any constant 0 < o < 1, so that the kth-order
model complexity is relatively small.
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or variable. We can code each segment of Thyt (or CSA lists) using the statistics
of character occurrences for that particular context. A particularly useful tool
for encoding each segment is the wavelet tree, which reduces the coding problem
from encoding vectors of characters to encoding bit vectors. Since each individ-
ual partition (context) is encoded by a separate wavelet tree using Oth-order
compression, the net result is higher-order compression. This idea is behind the
notion of “compression boosting” of Ferragina et al. [14].

Simpler implementations for the FM-index and CSA achieve higher-order
compression without explicit partitioning into separate contexts. In fact, the
original BWT was typically implemented by encoding Ti¢ using the move-to-
front heuristic [19,20]. Grossi et al. [24] proposed using a single wavelet tree
to encode the entire Ti¢ and CSA lists rather than a separate wavelet tree
for each partition or context. Each wavelet tree node is encoded using run-
length encoding, such as Elias’s v or ¢ codes [12]. (The v code represents ¢ > 0
with 2|logi| 4+ 1 bits, and the ¢ code uses |logi| + 2[log(logi + 1)| + 1 bits.)
Most analyses of this simpler approach showed higher-order compression up to a
constant factor [50, 24,44, 13]. The intuition is that encoding a run of length ¢ by
O(log 1) bits automatically tunes itself to the statistics of the particular context.

Miékinen and Navarro [46] showed how to use a single wavelet tree and achieve
a space bound with a constant factor of 1, namely, nHy(T') 4+ o(n) bits. They
used a compressed block-based bit representation [59,57] to encode each bit
array within the single wavelet tree. A similar bound can be derived if we instead
encode each bit array using § coding, enhanced with rank and select capabilities,
as done by Sadakane [61,62]; however, the resulting space bound contains an
additional additive term of O(nlog Hi(T')) = O(nloglogo) bits, which arises
from the 2loglog term in § encoding. This additive term increases the constant
factor in the linear space term nHy(T) when the entropy or alphabet size is
bounded by a constant, and under our assumptions on ¢ and k, it is bigger than
the secondary o(n) term. Mékinen and Navarro [46] also apply their boosting
technique to achieve high-order compression for dynamic text indexes [8,47].

Extensions. In recent years, compressed data structures has been a thriving
field of research. The CSA and FM-index can be extended to support more
complex queries, including dictionary matching [8], approximate matching [40],
genome processing [22,41], XML subpath queries [18], multilabeled trees [3],
and general suffix trees [63,60,23]. Puglisi et al. [58] showed that compressed
text indexes provide faster searching than inverted indexes. However, they also
showed that if the number of occurrences (matching locations) are too many,
then inverted indexes perform better in terms of document retrieval. The survey
by Navarro and Méikinen [55] also discusses index construction time and other
developments, and Ferragina et al. [15] report experimental comparisons.

4 Geometric Burrows-Wheeler Transform (GBWT)

Range search is a useful tool in text indexing (see references in [9]). Chien et
al. [9] propose two transformations that convert a set .S of points (z1,y1), (22, y2),
ooy (@, ypn) into text T, and vice-versa. These transformations show a two-way
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T'= acg tac gtg cgt

pos | sorted suffix i [SA[i] | ¢

1 acg tac gtg cgt 11

4 cgt 2|4 gtg

3 gtg cgt 3|3 cat

2 tac gtg cgt 412 gca
1 2 3 4

sorted suffix of T' GBWT of T' 2D representation
of GBWT
(@ (b) (©

Fig. 1. Example of the GBWT for text T" = acgtacgtgcgt. The text of metacharacters
is T" = acg tac gtg cgt. (a) The suffixes of T” sorted into lexicographical order.
(b) The suffix array SA’ and the reverse preceding metacharacters c;; the GBWT is
the set of tuples (i, ¢;), for all i. (¢) The 2D representation of GBWT.

connectivity between problems in text indexing and orthogonal range search, the
latter being a well-studied problem in the external memory setting and in terms
of lower bounds. Let () be the binary encoding of  seen as a string, and let (x)
be its reverse string. For each point (z;,y;) in S, the first transform constructs
a string (z;)##(y;)$. The desired text T is formed by concatenating the above
string for each point, so that T = (z1)B# (y1)$(z2) B (y2)$ . . . (xn) E#(yn)$. An
orthogonal range query on S translates into O(log2 n) pattern matching queries
on T'. This transformation provides a framework for translating (pointer machine
as well as external memory) lower bounds known for range searching to the
problem of compressed text indexing. An extended version of this transform,
which maps 3D points into text, can be used to derive lower bounds for the
position-restricted pattern matching problem.

For upper bounds, Chien et al. introduced the geometric Burrows- Wheeler
transform (GBWT) to convert pattern matching problems into range queries.
Given a text T and blocking factor d, let T'[1..n/d] be the text formed by
blocking every consecutive d characters of T to form a single metacharacter, as
shown in Figure 1. Let SA’[1..n/d] be the sparse suffix array of 7. The GBWT
of T consists of the 2D points (4, ¢;), for 1 < i < n/d, where ¢; is the reverse of
the metacharacter that precedes T'[SA'[i]]. The parameter d is set to 3 log, n so
that the data structures require only O(nlogo) bits.

To perform a pattern matching query for pattern P, we find, for each possible
offset k between 0 and d—1, all occurrences of P that start k characters from the
beginning of a metacharacter. For k # 0, this process partitions P into (P, P),
where P matches a prefix of a suffix of T, and p has length k£ and matches
a suffix of the preceding metacharacter. By reversing P, both subcomponents
must match prefixes, which corresponds to a 2D range query on the set .S of 2D
points defined above. The range of indices in the sparse suffix array SA’ can be
found by a string B-tree, and the 2D search can be done using a wavelet tree or
using alternative indexes, such as kd-trees or R-trees.
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Fig. 2. I/Os per query. On the left, there is no output (i.e., the searches are unsuccess-
ful). On the right, there are 3,000 occurrences on average per query.

If the pattern is small and fits entirely within a metacharacter, table lookup
techniques (akin to inverted indexes) provide the desired answer using a negli-
gible amount of space. The resulting space bound for GBWT is O(nlog o) bits,
and the I/O query bound is the same as for four-sided 2D range search, namely,
O(p/B + (log, n)loggn + occloggn) or O(p/B + y/n/Blog, n + occ/B) [34].
Faster performance can often be achieved in practice using kd-trees or R-trees [10].

Hon et al. [34] introduce a variable-length sparsification so that each metachar-
acter corresponds to roughly d bits in compressed form. Assuming k = o(log, n),
this compression further reduces the space usage from linear to O(nHy(T)+n)+
o(nlog o) bits of blocked storage. The query time for reporting pattern matches
is O(p/(Blog, n) 4+ (log*n)/loglogn + occlogz n) I/Os.

4.1 Experimental Results for GBWT

In Figure 2, we compare the pattern matching performance of several indexes:

1. ST: Suffix tree (with naive blocking) and a parenthesis encoding of subtrees.

2. ST + SA: Suffix tree (with naive blocking strategy) and the suffix array.

3. FSBT: Full version of string B-tree containing all suffixes. The structure of
each blind trie uses parentheses encoding, saving ~ 1.75 bytes per trie node.

4. FSBT + SA: Full version of string B-tree and the suffix array.

5. SSBT(d) + Rtree: Sparse version of the string B-tree with the R-tree 2D
range search data structure. Metacharacter sizes are d = 2, 4, 8.

6. SSBT(d) + kd-tree: Sparse version of the string B-tree with the kd-tree
range search data structure. Metacharacter sizes are d = 2, 4, 8.

7. SSBT(d) + Wavelet: Sparse version of the string B-tree with the wavelet
tree used for 2D queries. Metacharacter sizes are d = 2, 4, 8.
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Fig. 3. Finding all exact matches of 1 million short read patterns P with the human
genome. The left graph uses short read patterns sampled from the target genome; the
right graph uses short read patterns obtained from the SRR001115 experiment [56].

The first four indexes are not compressed data structures and exhibit significant
space bloat; however, they achieve relatively good I/O performance. The latter
three use sparsification, which slows query performance but requires less space.

4.2 Parallel Sparse Index for Genome Read Alignments
In this section, we consider the special case in the internal memory setting in
which P is a “short read” that we seek to align with a genome sequence, such as
the human genome. The human genome consists of about 3 billion bases (A, T,
C, or G) and occupies roughly 800MB of raw space. In some applications, the
read sequence P may be on the order of 30 bases, while with newer equipment,
the length of P may be more than 100. We can simplify our GBWT approach
by explicitly checking, for each match of P, whether P also matches. We use
some auxiliary data structures to quickly search the sparse suffix array SA" and
employ a backtracking mechanism to find approximate matches. The reliability
of each base in P typically degrades toward the end of P, and so our algorithm
prioritizes mismatches toward the end of the sequence.

Figure 3 gives timings of short read aligners for a typical instance of the prob-
lem, in which all exact matches between each P and the genome are reported:

1. SOAP2 [42]: Index size is 6.1 GB, based on 2way-BWT, run with parameters
-r1-M 0 -v 0 (exact search).

2. BOWTIE [41]: Index size 2.9 GB, based upon BWT, run with -a option.

3. ZOOM [43]: No index, based on a multiple-spaced seed filtering technique, run
with -mm 0 (exact search).

4. ¥-RA(4): Index size 3.4 GB, uses sparse suffix array with sparsification factor
of d = 4 bases, finds all occurrences of the input patterns.

5. ¥-RA(8): Index size 2.0 GB, uses sparse suffix array with sparsification factor
of d = 8 bases, finds all occurrences of the input patterns.

6. ¥-RA(12): Index size 1.6 GB, uses sparse suffix array with sparsification
factor of d = 12 bases, finds all occurrences of the input patterns.
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The size listed for each index includes the space for the original sequence data.
Our simplified parallel sparse index read aligner (a.k.a. U-RA) [39] achieves rel-
atively high throughput compared with other methods. The experiments were
performed on an Intel i7 with eight cores and 8GB memory. The W-RA method
can take advantage of multicore processors, since each of the d offset searches
can be trivially parallelized. However, for fairness in comparisons, the timings
used a single-threaded implementation and did not utilize multiple cores.

5 Top-k Queries for Relevance

Inverted indexes have several advantages over compressed data structures that
need to be considered: (1) Inverted indexes are highly space-efficient, and they
naturally provide the demarcation between RAM storage (dictionary of words)
and disk storage (document lists for the words). (2) They are easy to con-
struct in external memory. (3) They can be dynamically updated and also allow
distributed operations [74]. (4) They can be easily tuned (by using frequency-
ordered or PageRank-ordered lists) to retrieve top-k most relevant answers to
the query, which is often required in search engines like Google.

Top-k query processing is an emerging field in databases [53,6, 64,69, 36].
When there are too many query results, certain notions of relevance may make
some answers preferable to others. Database users typically want to see those
answers first. In the problem of top-k document retrieval, the input data consist
of D documents {di, da, ..., dp} of total length n. Given a query pattern P,
the goal is to list which documents contain P; there is no need to report where
in a document the matches occur. If a relevance measure is supplied (such as
frequency of matches, proximity of matches, or PageRank), the goal is to out-
put only the most relevant matching documents. The problem could specify an
absolute threshold K on the relevance, in which case all matching documents
are reported whose relevance value is > K; alternatively, given parameter k, the
top-k most relevant documents are reported.

Early approaches to the problem did not consider relevance and instead re-
ported all matches [53, 64, 69]. They used a generalized suffix tree, and for each
leaf, they record which document it belongs to. On top of this basic data struc-
ture, early approaches employed either a chaining method to link together entries
from the same document or else a wavelet tree built over the document array. As
a result, these data structures exhibit significant bloat in terms of space usage.

Hon et al. [36] employ a more space-conscious approach. They use a suffix
tree, and every node of the suffix tree is augmented with additional arrays.
A relevance queries can be seen as a (2,1,1)-query in 3D, where the two z-
constraints come from specifying the subtree that matches the pattern P, the
one-sided y-constraint is for preventing redundant output of the same document,
and the one-sided z-constraint is to get the highest relevance scores. This (2,1, 1)-
query in 3D can be converted to at most p (2,1)-queries in 2D, which in turn
can be answered quickly using range-maximum query structures, thus achieving
space-time optimal results. The result was the first O(n)-word index that takes
O(p + klog k) time to answer top-k queries.
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Preliminary experimental results show that for 2MB of input data, the in-
dex size is 30MB and can answer top-k queries in about 4 x 10~# seconds (for
k = 10). This implementation represents a major improvement because previous
solutions, such as an adaptation of [53], take about 500MB of index size and are
not as query-efficient. Further improvements are being explored.

Many challenging problems remain. One is to make the data structures com-
pressed. The space usage is {2(n) nodes, and thus §2(n logn) bits, which is larger
than the input data. To reduce the space usage to that of a compressed rep-
resentation, Hon et al. [36] employ sparsification to selectively augment only
O(n/log?n) carefully chosen nodes of the suffix tree with additional informa-
tion, achieving high-order compression, at the expense of slower search times.
Other challenges include improved bounds and allowing approximate matching
and approximate relevance. Thankachan et al. [67] develop top-k data structures
for searching two patterns using O(n) words of space with times related to 2D
range search; the approach can be generalized for multipattern queries.

6 Conclusions

We discussed recent trends in compressed data structures for text and document
indexing, with the goal of achieving the time and space efficiency of inverted
indexes, but with greater functionality. We focused on two important challenging
issues: I/O efficiency in external memory settings and building relevance into the
query mechanism. Sparsification can help address both questions, and it can also
be applied to the dual problem of dictionary matching, where the set of patterns
is given and the query is the text [32,33,66,5]. Much work remains to be done,
including addressing issues of parallel multicore optimization, dynamic updates,
online data streaming, and approximate matching.
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