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ABSTRACT

Current cellular technology is driven by the need to provide a better quality of service (QoS) and to accommodate an increased number of users. An essential component of mobile cellular communication systems which greatly affects system capacity is the handoff process which occurs when a mobile communicates from one base station to another. From the first-generation cellular systems, such as the Advanced Mobile Phone System (AMPS), through the second-generation cellular systems, the Global System for Mobile Communications (GSM), handoff techniques developed from a simple structure to specific handoff algorithms. Now, in the third-generation cellular systems, IS-95 code-division multiple access (CDMA), a "soft handoff" technique is proposed to further increase the capacity.

Unlike traditional frequency division multiple access (FDMA) and time division multiple access (TDMA), in which each user occupies different frequency spectrum or time slot in order to transmit data, in CDMA systems every user occupies the same spectrum. Different orthogonal codes are assigned to the users in order to separate them from each other, but interference can still be introduced in this system. Compared to other handoff techniques used in CDMA system, e.g. hard handoff, soft handoff has two well-known advantages: extending CDMA cell coverage and increasing reverse link capacity of the system.

This report presents an overview of soft handoff. The benefits and disadvantages of using soft handoff in CDMA systems over traditional hard handoff are discussed. Based on one class of users (the voice user), Viterbi and Gilhousen et al have studied CDMA capacity. Their studies are extended in this report to quantify the effect of soft handoff on extending cell coverage and increasing reverse link capacity under the assumption of perfect power control. Our studied emphasize the effect of variations in soft handoff area on CDMA capacity. Further, this analysis is expanded to include a homogeneous set of users defined by their bandwidths and fidelity requirements. CDMA capacity with mixed classes of users was evaluated in [3]. In this report, we extend their results to compare CDMA capacity with soft and hard handoff. CDMA capacity is also studied with a homogenous set of users, under variations in soft handoff area. The conclusions drawn from this work are summarized and some suggestions for future work are provided.
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Chapter 1 Introduction

1.1 Background

Cellular systems must serve multiple simultaneous users without experiencing excessive interference. In order to accomplish this, service providers may use one of three primary multiple access schemes: frequency division multiple access (FDMA), time division multiple access (TDMA) and code division multiple access (CDMA).

FDMA is a multiple access method in which users are assigned specific frequency bands. In TDMA, users share an assigned frequency band, but each user is allowed to transmit in predetermined time slots.

CDMA is a method in which users share time and frequency allocations. The users are distinguished from each other by uniquely assigned codes. The signals are separated at the receiver by using a correlator that accepts only signal energy from the desired channel. Undesired signals contribute to the noise.

CDMA is an enabling digital technology that may greatly increase system capacity over other multiple access schemes. For example, IS-95 CDMA has a claimed capacity of 10 times that of the Advanced Mobile Phone System (AMPS), and three times that of the capacity of TDMA [2]. Also, IS-95 CDMA may offer greater coverage than competing multiple access systems. Under the demand of higher capacity and better quality of service (QoS) of cellular systems, CDMA has become a promising technology.

Handoff is an integral part of mobile communications systems. A handoff occurs when the servicing base station changes as the mobile moves between cells. In first-generation cellular systems, such as AMPS, handoffs are relatively simple. In second-generation cellular systems, such as the Global System for Mobile Communications (GSM), improved handoff algorithms are used which employ mobile-assisted handoffs (MAHO) or mobile-controlled handoffs (MCHO) control/decision structure. In third-generation IS-95 CDMA cellular systems, a more advanced handoff ("soft" handoff) system which allows communications from the mobile to multiple base stations simultaneously is implemented. The concepts of soft and hard handoff and the differences between them will be discussed in detail in Chapter 2.

1.2 Motivation

The popularity of digital mobile service has led to a rapid increase in the number of subscribers. This in turn has led to research into the development of new technologies to increase the capacity of the entire system. CDMA is one method that has been proposed to meet such requirements [2]. CDMA is an interference-limited multiple access technique. A mobile that is being served by one base station when there is less path loss
to another base station will be transmitting more power than is necessary. The fact that the mobile, and all others like it, radiates excess power raises the overall interference level. The higher the overall interference level, the less the total capacity. Soft handoff is an IS-95 CDMA technique which minimizes mobile transmit power and reduces system interference [4].

With traditional hard handoff, the mobile is served by only one base station at any time. In order to switch base stations when the mobile moves from one base station to another, first the connection to the current base station is broken, then the connection to the new base station is made. This process introduces "decision" delay and "switch" delay. In order to prevent the mobile from being handed back and forth, excessively in areas served by more than one base station, a hysteresis is required in hard handoff process. The extra delays and hysteresis increase the signal level, therefore introducing more interference [9]. On the other hand, since all base stations in CDMA use the same frequency band, it is possible for mobiles to connect to the new base station first before leaving the current one (soft handoff). Thus, the handoff delay is reduced and the hysteresis is not needed. In this report, soft handoff CDMA capacity will be shown to be greatly increased compared to that of hard handoff. Also, when soft handoff area (the area where mobiles are in soft handoff) is varied, CDMA capacity will change accordingly. This effect will be taken into account in this report and the maximum capacity will be found with soft handoff.

Furthermore, since third-generation wireless networks are required to accommodate a diverse set of information sources (e.g. voice, data and video), CDMA capacity with multiple classes of users is also studied in this report and the results using hard and soft handoff are compared. When the soft handoff area is changing, CDMA capacity is evaluated with multiple classes of users.

1.3 Organization of the report

This report is organized as follows. In Chapter 2, the concept of hard and soft handoff will be introduced in more detail. The advantages and disadvantages of these two handoff techniques are discussed and compared. In Chapter 3, under the assumption that only one class of user present in the system, CDMA capacity with soft handoff and hard handoff will be analyzed and compared numerically, based on the results from Viterbi and Gilhousen et al. Furthermore, with the change of soft handoff area, the corresponding CDMA capacity will be estimated. In Chapter 4, we exploit results in [3] to evaluate CDMA capacity with multiple classes of users. Also, as soft handoff area is varied the capacity for every class of user is calculated. The conclusions and suggestions for future work are provided in Chapter 5.
Chapter 2  
Soft Handoff and Hard Handoff

Handoff is an important component of mobile cellular communication systems. Two kinds of handoff techniques may be used in CDMA systems—the traditional hard handoff and the soft handoff technique, introduced by [2]. In this chapter, an overall view of hard handoff and soft handoff is provided.

2.1. Concepts of Soft Handoff and Hard Handoff

As a mobile moves from one cell towards another, the power of the received pilot signal from the initial serving base station decreases as the mobile moves away, and the power of the pilot signal received from the second base station increases as the mobile moves towards that base station. “Handoff” occurs when the mobile service is transferred from the initial base station to the second one.

During the hard handoff process, the connection to the current base-station has to be broken before the connection to the new base station is made. This is called “break-before-make” handoff. The decision to handoff is made when the pilot signal from the second base station is considerably stronger than that of the first base station. Hysteresis is introduced in the handoff process to prevent the so-called “Ping-Pong” effect in which the mobile is handed back and forth several times from one base station to the other during handoff. The hysteresis parameter normally requires that the pilot signal from the second base station be somewhat higher than that of the initial base station before handoff occurs. This process is illustrated in Figure 2-1. When the mobile moves from base station A to base station B, the pilot signal from base-station A drops as the mobile moves away and the pilot signal from base station B increases. Without hysteresis, the hard handoff is performed at point “a” where the pilot signals from the two base stations are equal. This could lead to a “Ping-Pong” effect as the relative strength of the two pilot signals varies over the handoff area. With hysteresis the handoff is performed at point “b” where the pilot signal from base station B is considerably stronger than that of base station A, reducing the likelihood of a handoff back to base station A.
In soft handoff, the mobile is connected to two or more base stations simultaneously when the pilot signal level of each is of similar strength. When one pilot signal weakens below a specified threshold, a hard decision to drop that base station is made. This soft handoff process is called "make-before-break."

As shown in Figure 2-1, in soft handoff from points “C to “D the mobile is communicating with base stations A and B at the same time. After point “D” the mobile only communicates with base station B.

Because hard handoff is a "break-before-make" process requiring hysteresis, higher transmit signal power is needed than for the soft handoff technique. Thus, more interference is introduced into the system and the capacity is reduced. On the other hand, in soft handoff the hysteresis is not needed. Therefore, the required signal power is lower than that in hard handoff case, and the total interference is reduced. This results in greater capacity.

2.2. Power Control and Soft Handoff

CDMA is an interference-limited system in which the users are ideally separated by different orthogonal codes. In a real world deployment, a strong interfering signal may mask out a weak desired signal, causing unreliable detection of the latter. This is called the “near-far” problem. For a reasonable level of performance, mobile power-control is necessary in order that the multiple orthogonal signals arrive at the base station at approximately the same receive level.

A CDMA system with power-control dynamically adjusts transmitter powers while in operation. In order to make the power control work properly,
the user should be linked at all times to the base station from which the user receives the strongest signal. Because of the nature of soft handoff, the user is indeed linked at all times to the base station that can offer the user the highest pilot signal. Hard handoff can not guarantee this.

2.3 Advantages and Disadvantages of Soft Handoff

2.3.1 Advantages of Soft Handoff

- Soft handoff provides better voice quality
  
  As we mentioned before, soft handoffs reduce the "Ping-Pong" effect common in hard handoff. This results in more seamless user communications devoid of the "clicks" typical of hard handoff which are caused when speech transmissions are stopped momentarily during handoffs.

- Soft handoff increases cell coverage and CDMA capacity
  
  With soft handoff, a user can always communicate with the best base station and hysteresis is not needed (as mentioned in 2.1). This results in less delay and less interference in the system. For a fixed cell size and fixed transmit powers, the overall interference is reduced, leading to an increase in the capacity. (Notice it is generally believed that the reverse link is the limited link in a CDMA system [4]. “Capacity” in this report will refer to the reverse link capacity.) If the outage probability (the probability that a user's quality of service threshold can not be met) and transmitted power are fixed, soft handoff will increase cell coverage.

- Soft handoff reduces the blocking probability and the probability of dropped calls
  
  With soft handoff, the addition of weaker neighboring cells prior to the loss of a once dominant serving cell reduces the delay and queuing time associated with the hard handoff process. This helps reduce the blocking probability and the probability of dropped calls.

2.3.2 Disadvantages of Soft Handoff

- Soft handoff is more complex than hard handoff, and therefore more expensive to implement.

- Forward link interference increases when soft handoff is in progress since several base stations are transmitting what would otherwise be transmitted by one base station. Typically, the interference increase is slight. The critical link is the reverse link.

Above we have given an overall comparison of soft handoff and hard handoff. But it is still difficult to conclude which type of handoff is better in absolute terms. In the next chapter, we will numerically compare the CDMA capacity in terms of number of users per cell using soft and hard handoff.
Chapter 3  Reverse Link Capacity Analysis for One Class of Users with Hard Handoff and Soft Handoff

For cellular CDMA systems, an important measurement of economic usefulness is the maximum number of users that can be served simultaneously, i.e. the capacity. Viterbi et al [4] have analyzed CDMA Erlang capacity with hard handoff and calculated hard handoff and 100% soft handoff other-cell interference factors. Gilhousen has derived CDMA capacity in terms of number of users per cell with hard handoff [1]. In this chapter we will extend their analyses and demonstrate that soft handoff has greater reverse link capacity in terms of number of users per sector than hard handoff. (Reverse link capacity is assumed to be the limiting factor in determining system capacity.) We also calculate CDMA capacity under variations in soft handoff area.

3.1 Propagation Model

The propagation attenuation is modeled as the product of the $n^{th}$ power of distance and a lognormal component representing shadowing losses. For a user at a distance $r$ from a base station, attenuation $l(r)$ is given by

$$l(r) = r^n 10^{\zeta/10} \quad (3-1)$$

where $\zeta$ is the dB attenuation due to shadowing, with zero mean and standard deviation $\sigma$. The losses in dB are

$$L(r) = 10n \log r + \zeta \quad (3-2)$$

Experimental data from mobile propagation testing [4] shows $n=4$ and $\sigma=8dB$ to be typical values for the parameters in many environments.

Local changes in terrain and morphology near a mobile user and near surrounding base stations will affect the reverse signal variations as the mobile moves. Because of the relatively large separation distance of the surrounding base stations, the reverse link level variations caused by local conditions at the base stations can be considered to be independent; however, the local propagation affecting conditions near the mobile will sometimes influence multiple reverse paths simultaneously, causing some correlation in reverse link levels. The random component of the dB loss $\gamma$ is expressed as the sum of two factors above and is defined as [4]:

$$\gamma = l(r) + L(r)$$

Experimental data from mobile propagation testing [4] shows $n=4$ and $\sigma=8dB$ to be typical values for the parameters in many environments.
\[ \gamma = a\xi + b\xi_j \] (3-3)

where \( \xi \) represents the variation around the mobile, which is common to all base stations, \( \xi_j \) represents the variation around the base station \( i \), which is independent from one base station to another. \( \xi \) and \( \xi_j \) are assumed to be independent identically distributed random variables with zero mean and a standard deviation of \( \sigma \). \( a \) and \( b \) are the standard deviations of the near field and base station specific propagation uncertainties. Also, \( a^2 + b^2 = 1 \). The normalized correlation is

\[ E\left( \frac{\gamma_i \gamma_j}{\sigma} \right) = a^2, \] (3-4)

for all \( i \neq j \).

A reasonable assumption is that the near field and base station specific propagation uncertainties have equal standard deviations, in which case \( a^2 = b^2 = 1/2 \). We use this assumption throughout this report.

Further, assuming that there are three sectors per cell with uniform density of subscribers and normalizing the hexagonal cell radius to unity, the average number of subscribers per cell \( N_c \) is \( 3N_s \), where \( N_s \) is the number of subscribers per sector. The density of users is then given by [4]

3.2 Reverse Link Capacity Analysis

\[ \rho = \frac{2N_c}{\sqrt{3}} = \frac{2N_s}{\sqrt{3}} \] (3-5)

In conventional cellular systems like TDMA and AMPS, the capacity in terms of maximum number of users per cell is a "hard limit," given by the total possible number of frequency slots or time slots available to the users. When all the slots are occupied, blocking will occur for any additional access attempts.

The acceptable performance for voice users should be their bit error rate (BER) less than \( 10^{-3} \). In a CDMA system this requirement will be obtained for a service fraction \( P \) (e.g. \( P=0.99 \)) [1]. The fraction for which adequate performance will not be achieved is called the outage probability (e.g. \( P_{\text{out}}=1-0.99=0.01 \)). When the number of users increases, the overall performance degrades, resulting in an increase in the outage probability. Therefore, the capacity in a CDMA system is a "soft limit" set by the outage probability. In CDMA, different handoff schemes affect the outage probability, thus influencing capacity. In this section, CDMA reverse link capacity with hard and soft handoff is evaluated.
3.2.1 Reverse Link Capacity with Hard Handoff

Assume that $S$ is the desired received signal power at user end, $R$ is the user bit rate, $W$ is the total spread bandwidth and there are $N_c$ users/cell. Since for a single cell site with power control, all users are received at the same power level $S$, the signal-to-noise (interference) power is [1]:

$$SNR = \frac{S}{(N_c - 1)S} = \frac{1}{N_c - 1}$$  \hspace{1cm} (3-6)

Thus the bit energy-to-noise density ratio is

$$E_b / N_o^* = \frac{S / R}{(N_c - 1)S / W} = \frac{W / R}{N_c - 1}$$ \hspace{1cm} (3-7)

where $W/R$ is generally referred to as the "processing gain" and $E_b/N_o^*$ is the value required for adequate performance for users. For voice users this implies a BER of $10^{-3}$ or better. If the thermal noise $N_o$ is considered, the bit energy-to-noise density will be

This implies that the number of users a single cell CDMA system can support is

$$E_b / N_o = \frac{W / R}{(N - 1) + (N_o / S)}$$ \hspace{1cm} (3-8)

$$N_c = 1 + \frac{W / R}{E_b / N_o} - \frac{N_o}{S}$$ \hspace{1cm} (3-9)

In order to increase the capacity, two techniques are commonly used. One is sectorization, which refers to using directional antennas for both receiving and transmitting at the cell site. (Throughout this report, we assume three sectors per cell site.) The other technique used to increase capacity is to alter transmissions when user voice activity is low. Studies show that voice users are only active 35% to 40% of the time. A voice activity factor $\nu = 3/8$ is used for the examples in this chapter [1]. After considering both techniques, the average $E_b/N_o^*$ will be

$$E_b / N_o = \frac{W / R}{N_c - 1} \sum_{i=1}^{N_c} x_i + (N_o / S)$$ \hspace{1cm} (3-10)
where \( N_i \) is the number of users/sector (\( N_s = 1/3N_c \)) and \( x_i \) represents the effect of voice activity factor with the distribution

where \( \nu = 3/8 \) in our analysis.

\[
x_i = \begin{cases} 
1, & \text{with probability } \nu \\
0, & \text{with probability } 1 - \nu 
\end{cases} \tag{3-11}
\]

In a multiple-cell CDMA system, a user's power is controlled by the dominant serving base station. Other subscribers whose power is controlled by other nearby base stations will introduce interference at the cell site of the desired user. When the path loss components are \( n=4 \) and \( \sigma = 8dB \), and hard handoff is applied, this other-cell interference has been justified to be a Gaussian random variable [1] with mean of interference to signal ratio \( E(I/S) \) and variance of interference to signal ratio \( \text{var}(I/S) \) of

\[
E(I/S) \leq 0.247N_s \quad \text{and} \quad \text{var}(I/S) \leq 0.078N_s \tag{3-12}
\]

The average \( E_b/N_o' \) for a multiple-cell CDMA system is

\[
E_b/N_o' = \frac{W/R}{\sum_{i=1}^{N_i-1} x_i + (I/S) + (N_o/S)} \tag{3-13}
\]

In order to achieve an adequate performance of BER<10\(^{-3}\) for voice users, the required \( E_b/N_o' \) should be greater than a factor of 5 or 7dB. Consequently, the outage probability is found to be \( P_{out} = Pr(\text{BER}>10^{-3}) = Pr(E_b/N_o' \leq 5) \), assuming \( E_b/N_o' = 7dB \). Therefore [1],

\[
P_{out} = P_r(\sum_{i=1}^{N_i} x_i + I/S > \delta) = \sum_{k=0}^{N_i-1} \binom{N_i-1}{k} \nu^k (1 - \nu)^{N_i-1-k} \cdot Q\left(\frac{\delta - k - 0.247N_s}{\sqrt{0.078N_s}}\right) \tag{3-14}
\]

where

\[
\delta = \frac{W/R}{E_b/N_o} \cdot \frac{N_o}{S} \tag{3-15}
\]

The first portion of equation (3-14) represents the effect of the distribution of the voice activity factor \( x_i \) which has a binomial distribution. The second portion represents the other-cell interference, which has a Gaussian distribution.
Assuming all the cells are equally loaded, the analytical result of CDMA capacity with hard handoff as calculated by equation (3-14) below is shown in Fig 3-1 [1].

The parameters in this analysis were chosen as follows:
- $W=1.25 \text{ MHz}$ represents 10% of the total spectral allocation, 12.5MHz, for cellular telephone service of each service provider.
- $R=9.6 \text{ kb/s}$ (8 kb/s vocoder); an acceptable nearly toll quality vocoder.
- $v=3/8$; standard voice activity factor.
- $S/N_o=-1 \text{ dB}$; reflects a reasonable subscriber transmitter power level for the reverse channel.
- $Eb/No\ '=5(7 \text{ dB})$ required; ensures adequate BER requirement ($BER<10^{-3}$).

With these assumed values, $\delta$ is calculated here as [1]

$$\delta = \frac{W}{R} - \frac{N_o}{E_b/N_o} = 30$$

Fig 3-1. CDMA Capacity with Hard Handoff [1]

3.2.2 Reverse Link Capacity with Soft Handoff

The effect of soft handoff is tightly coupled with power control. Power control seeks to make the received signal energy-to-interference ratio the same for all the users at the controlling base station, thus combating the near-far problem [4]. During soft handoff the users are power controlled by the best base station; therefore, every other-cell user's interference will be less than the desired
user's signal. This contrasts with hard handoff, in which each user communicates with a single base station. Because hard handoff process requires hysteresis, higher transmit signal power is needed than for the soft handoff technique. The interference for each user is much higher in the hard handoff case than that of the soft handoff case (as shown in Fig 3-2). Thus the overall capacity is less.

![Diagram of CDMA system with soft and hard handoff]

Fig 3-2. Total interference of CDMA system with soft and hand handoff

Figure 3-2 is a simplified illustration which shows that lower levels of other-cell interference with soft handoff result in larger capacity than with hard handoff for a given interference threshold $N_o$.

3.2.2.1 Other-cell interference factor

In a CDMA system, all the users occupy the same spectrum. The users who are power-controlled by different base stations will introduce interference to each other. The interference introduced by the users who are power-controlled by the other base stations to the current one is called other-cell interference. Assuming there are an average of $N_c$ users per cell, the other-cell interference factor is defined as [4]

$$f = \frac{\text{average total interference level from other-cell users}}{N_c} \quad (3-16)$$
In the hard handoff case, the mobile communicates with only one base station at any given time (Figure 3-3 illustrates a mobile near cell boundary being communicating with cell A and causing interference at cell B.). For simplicity, the signal levels at the cell boundary are assumed to be the same from each base station [5]. Assume that hard handoff occurs at the cell boundary as a mobile moves from one cell into another. (As mentioned before, in order to prevent the "Ping-Pong" effect, hard handoff normally occurs when the second cell signal level is considerably stronger than the first. Nevertheless, the ideal assumption is made for comparison.).

![Fig 3-3. Hard Handoff Model](image)

Let us normalize each cell's radius (the maximum distance from any point in the cell to the base station at its center) to unity and assume a uniform density of users throughout all cells. Also denote the cell under consideration as the zero\textsuperscript{th} cell and the distance from the user to the zero\textsuperscript{th} cell base station as \( r_0(x,y) \), while the distance to any other cell's base station is denoted as \( r_1(x,y) \), the other-cell interference factor for the hard handoff case is calculated as [4]

\[
f = e^{b\cdot(\beta_0)^2} \left[ \frac{2}{3} \int_{S_0} \left[ \frac{r_1^3(x,y)}{r_0^3(x,y)} dA(x,y) \right] \right]
\]

where \( b = 1/\sqrt{2} \)

- \( \sigma \) is the standard deviation of lognormal shadowing
- \( \beta = \ln(10)/10 \)
- \( S_0 \) is the entire region outside the given zero\textsuperscript{th} cell

The simplest soft handoff model assumes that each mobile is in two-way handoff 100% of the time [5]. The shadowed area in Figure 3-4 shows the location where a mobile will be in soft handoff while being served by base stations A and B. We denote \( S_0 \) as the region which the user can be in soft handoff and \( \overline{S}_o \) is the region outside \( S_0 \). \( r_0(x,y) \), \( r_1(x,y) \) and \( r_2(x,y) \) are the distance from the user to the zero\textsuperscript{th} cell base station and two nearest other-cell base stations.
The other-cell interference factor for two-way 100% soft handoff is calculated as [4]

\[
f = \frac{2e^{(\beta \sigma)^2/2}}{3\sqrt{3}} \left[ \int_{S_x} \frac{r_n^o(x,y)}{r_n^o(x,y) + \frac{M_L - M_0}{\sigma}} dA + \int_{S_x} \frac{r_n^e(x,y)}{r_n^e(x,y) + \frac{M_e - M_1}{\sigma}} dA \right]
\]

\[
+ \int_{S_y} \frac{r_n^e(x,y)}{r_n^e(x,y) + \frac{M_e - M_1}{\sigma}} dA
\]

(3-18)

where \( M_1(x,y) = 10n \log_{10} r(x,y) \)

When the path loss component \( n \) is 4 (see section 3.1) and \( \sigma \) changes from 0dB to 12dB, the other-cell interference factors have been calculated by equation (3-17) and (3-18) and sample results are shown in Table 1.

<table>
<thead>
<tr>
<th>Log-normal shadowing standard deviation (dB)</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard handoff other-cell interference factor ( f_{\text{hard}} )</td>
<td>0.44</td>
<td>0.48</td>
<td>0.67</td>
<td>1.13</td>
<td>2.38</td>
<td>6.17</td>
<td>19.8</td>
</tr>
<tr>
<td>100% two-way soft handoff other-cell interference factor ( f_{\text{soft}} )</td>
<td>0.44</td>
<td>0.43</td>
<td>0.47</td>
<td>0.56</td>
<td>0.77</td>
<td>1.28</td>
<td>2.62</td>
</tr>
</tbody>
</table>

Table 1. Other-cell Interference Factor (n=4)

From Table 1 we can see when \( \sigma \) is increasing, the other-cell interference factor is increasing as well. Other-cell interference factors of soft handoff are much less than that of hard handoff.
3.2.2.2 Reverse link capacity with soft handoff

In hard handoff, when the standard deviation of log-normal shadowing is $\sigma=8dB$ the other-cell interference $l$ has been found to have a Gaussian distribution [1] with mean equals to $0.274N_s$ and variance equals to $0.078N_s$.

As shown in Table 1, when $\sigma=8dB$ and $n=4$ the hard handoff other-cell interference factor has been found to be $f_{\text{hard}}=2.38$, while with 100% two-way soft handoff the other-cell interference factor is $f_{\text{soft}}=0.77$.

With soft handoff, the mobile is served by the best base station and each other-cell user’s interference is limited to a normalized value less than unity. If the total other-cell interference with hard handoff is $I$, with soft handoff other-cell interference is reduced to $kl$, where $k$ is defined as $f_{\text{soft}}/f_{\text{hard}}$. For soft handoff, the hard handoff other-cell interference parameters of Equation (3-12) are modified by the interference reduction factor, $k=f_{\text{soft}}/f_{\text{hard}}$, resulting in

$$E(I/S) = \frac{f_{\text{soft}}}{f_{\text{hard}}} \cdot 0.247N_s \quad \text{and} \quad \text{var}(I/S) = \left(\frac{f_{\text{soft}}}{f_{\text{hard}}}ight)^2 \cdot 0.078N_s \quad (3-19)$$

Adjusting equation (3-14) for the soft handoff case, the outage probability becomes

$$P_{\text{out}} = P_x \left( \sum_{i=1}^{N_s} x_i + I/S > \delta \right) = \sum_{k=0}^{N_s-1} \binom{N_s-1}{k} \delta^k (1-\delta)^{N_s-1-k} \cdot \sqrt{\frac{\delta - k - \frac{f_{\text{soft}}}{f_{\text{hard}}} 0.247N_s}{0.078N_s \cdot \left(\frac{f_{\text{soft}}}{f_{\text{hard}}}ight)^2}} \quad (3-20)$$
Figure 3-5 is the analytical result of CDMA capacity with 100% two-way soft handoff. The parameters used here are the same as in the hard handoff case.

We can see when the outage probability is 1%, the system can support 29 users/sector with hard handoff or 39 users/sector with soft handoff. Thus, the soft handoff case provides a 34% increase in capacity over the hard handoff case.

3.2.3 Reverse Link Capacity Validation Test

By comparing our result (as shown in Figure 3-5) with Viterbi's [8], the analysis and results from the previous section will be verified.

3.2.3.1 Viterbi's Reverse Link Erlang Capacity

In order to consider both service availability and quality, Viterbi et al chose Erlang capacity as the standard for measurement instead of total number of users/cell in their paper [8]. According to the classical Erlang analysis of the M/M/S/S queue (the first M refers to a Poisson arrival rate of $\lambda$ calls/s, the second M refers to exponential service rate with $\mu$ calls/s, the first S refers to the number of channels, the second S refers to the maximum number of users supported by the system before blockage occurs), the Erlang B formula is

$$P_{\text{blocking}} = \frac{(\lambda / \mu)^S / S!}{\sum_{k=0}^S (\lambda / \mu)^k / k!}$$  \hspace{1cm} (3-21)
The formula for the normalized average load ($\lambda/\mu$ in terms of Erlangs per sector) is given by Viterbi et al [8] as

$$\frac{\lambda}{\mu} v(1 + f) = K_o \times F(B, \sigma_c) \quad (3-22)$$

where

$\lambda/\mu$ is the average load in term of Erlangs/sector

$$B = \left[ \frac{Q^{-1}(P_{sat})}{K_o} \right]^2$$

$v$ is the voice activity factor

$f$ is the other-cell interference factor

$$K_o = \frac{W/R}{E_b/N_o} \times (1 - \frac{N_o}{I_o})$$

and

$$F(B, \sigma_c) = \frac{1}{\alpha_c} \left[ 1 + \frac{\alpha_c^2 B}{2} \left( 1 - \sqrt{1 + \frac{4}{\alpha_c^2 B}} \right) \right]$$

The parameter $\sigma_c$ is the power control variable used to quantify imperfect power control. It is assumed to have a lognormal distribution with a mean equal to the desired $E_b/N_o$ level and a standard deviation with typical values ranging from 1.5dB to 2.5dB [8]. In order to compare their results with our results, $\sigma_c$ is set to 0dB, thereby assuming perfect power control.

Also,

$$\alpha_c = e^{(\beta \sigma_c)^2/2} \quad \text{and} \quad \beta = \ln(10)/10 = 0.2303$$

To provide a fair comparison, $f_{hard}=2.38$ and $f_{soft}=0.77$ [4] are set and all other parameters are chosen to be the same as in our analysis. The desired interference-to-noise $I_o/N_o=1/\eta$ is chosen to be 10dB to represent the worst case. (Typically, $\eta$ is between 0.25 and 0.1 which corresponds to spectral density ratios of $(I_o/N_o)$ between 6dB and 10dB. When the ratio exceeds this level, the interference per additional user increases rapidly, thus leading to instability [8].) The analytical result is shown in Figure 3-6.
Fig 3-6. Viterbi CDMA Erlang Capacity with Soft and Hard Handoff

We can further calculate the required received signal power-to-background noise per user $S/N_o W$ by using equation (3-23).

$$\frac{S}{N_o W} = \frac{1}{v(\lambda / \mu)} \left( \frac{I_o}{N_o} - 1 \right) \quad (3-23)$$

The results are shown in Figure 3-7. Figure 3-7 shows that with soft handoff the required received $S/N_o W$ is 3dB lower than with the hard handoff case. Therefore, with soft handoff less transmitted power is needed, thus reducing power requirements in the handset and the total system interference. Notice in our analysis which is described in section 3.2.2, the required signal power-to-background noise per user $S/N_o W$ is fixed at $-1$dB.
Fig 3-7. Required $S/N_0$ (per user) with Soft and Hard Handoff
3.2.3.2 Validation Test
In our analysis, CDMA capacity was found in terms of the number of users per sector. In Viterbi's analysis, CDMA capacity in terms of Erlangs per sector is calculated. In order to compare these two results, the Erlang capacity of our previous analysis was calculated using the Erlang B formula shown in (3-21). The results of this calculation are shown in Figure 3-8. Notice that the results are obtained under the assumption that the required received power-to-noise per user \((S/N_{\text{W}})\) is fixed at \(-1\text{dB}\). Given the link attenuation, the received sensitivity and the antenna gain, the transmitted power is fixed in this case.

![Fig 3-8. CDMA Erlang Capacity with Soft and Hard Handoff](image)

Fig 3-8. CDMA Erlang Capacity with Soft and Hard Handoff
In addition, following our analysis the total interference-to-noise ratio $I_o/N_o$ can be calculated from (3-24) as

$$\frac{I_o}{N_o} = v\frac{\lambda}{\mu} \frac{S}{N_o W} + 1$$  \hspace{1cm} (3-24)

Results of this calculation are shown in Figure 3-9. Note that the total interference level for hard handoff is 1.5dB higher than the level of the soft handoff case.

A comparison of Viterbi's results in Figure 3-6 with ours in Figure 3-8 indicates that they do not match. This discrepancy might be explained by noting that in Viterbi's calculations the total $I_o/N_o$ level is fixed at 10dB, and the required received signal power-to-background noise per user varies (as shown in Figure 3-7) from 2.5dB to 4dB with hard handoff and from -0.5dB to 1.5dB with soft handoff. On the other hand, in our analysis $S/N_o W$ is fixed at -1dB and the total interference level varies as shown in Figure 3-9. Comparing all the points which satisfy both criteria of $I_o/N_o = 10dB$ and $S/N_o W = 0.5dB$ to 1.5dB for soft handoff, $S/N_o W = 2.5dB$ to 4dB for hard handoff, the two methods are found to match well. The comparison results are shown in Figure 3-10 and Figure 3-11.
Fig 3-10. Validation Test with Hard Handoff
3.3 Soft Handoff Median Range Effect on Reverse Link Capacity

In the previous section, the simplest case -- 100% two-way soft handoff -- was assumed in order to compare soft handoff with hard handoff. In this section, the soft handoff area will be changed and the corresponding change of CDMA capacity will be calculated.

3.3.1 Other-cell Interference Factor

As defined in Equation (3-16), the other-cell interference factor is the ratio of the average total interference from other-cell users to the desired cell users. This factor is obtained by calculating the total interference that the other-cell users introduce to the in-cell users over the other-cell area. Viterbi et al have calculated the other-cell interference factor for hard handoff and 100% two-way soft handoff.
as shown in Table 1 [5]. When the soft handoff area changes from 100% to 0%,
handoffs change from 100% soft handoff to hard handoff. Correspondingly, the
other-cell interference factors $f$ changes from 2.38 to 0.77. The mathematical
approach to calculate $f$ is shown in the following section. First, the simplest cases
-- hard handoff and 100% two-way soft handoff -- are considered. Then with the
change of soft handoff area, $f$ is calculated accordingly.

3.3.1.1 Hard Handoff Other-cell Interference Factor

In this case, a single cell is assumed to be received at any given time, with
hard handoff between cells being performed at the hexagonal cell boundary as
shown in Figure 3-12. With the shadowed area of the central cell (zero$^{th}$ cell), a
mobile only communicates with cell zero base station. Also assume the six
nearest cells around the central cell are the only other cells contributing to the
interference. The users in this area will be the source of other-cell interference to
the zero$^{th}$ cell users. In addition, the radius of each cell is normalized to unity and
the users throughout all cells are uniformly distributed.

![Fig 3-12. Hard Handoff Model](image-url)
The distance from the user at coordinates \((x, y)\) to the zero\(^{th}\) cell base station is denoted by \(r_0(x, y)\) and the distance to any other base station is \(r_i(x, y)\) (\(i \leq 6\)). The relative average interference at the zero\(^{th}\) cell due to all users in all other cells (denoted as the region \(S_0')\) is derived as [5]:

\[
I_{S_0} = E \left[ \int_{S_0} \left[ \frac{r^n(x, y)}{r_0^n(x, y)} 10^{\zeta_i/10} \right] k dA(x, y) \right] \tag{3 - 25}
\]

where \(\zeta_0\) and \(\zeta_i\) refer to the corresponding random propagation components in dB.

\(k\) is the user density and is given by

\[
k = \frac{2K_u \text{users}}{3\sqrt{3} \text{unit area}}
\]

The other-cell interference factor is calculated [5] and shown in Fig 3-13.

\[
f = \frac{I_{S_0}}{k_u} = e^{b(\beta_0)_i} \left[ \frac{2}{3\sqrt{3}} \int_{S_0} \frac{r^n(x, y)}{r_0^n(x, y)} dA(x, y) \right] \tag{3 - 26}
\]

where \(n\) is the path loss component

\[
b = 1/\sqrt{2}
\]

\[
\beta = \ln(10)/10
\]

Although we only consider six nearest cells as other cells which contribute interference, from Figure 3-13 we can see our results are very close to Viterbi's results for hard handoff case.

### 3.3.1.2 100% Soft Handoff Other-cell Interference Factor

Again we are taking the zero\(^{th}\) cell into consideration. Since we assume the 100\% soft handoff case as shown in Figure 3-14, the mobile within the shadowed area always communicates with the zero\(^{th}\) cell and one of the six nearest base stations. When the mobile moves out of the shadowed area, it communicates with two of the nearest base stations (Not including the zero\(^{th}\) base station). The distance from the user at coordinates \((x, y)\) to the zero\(^{th}\) base station
is \( r_0(x,y) \) and the distance to the first and second nearest base stations are \( r_1(x,y) \) and \( r_2(x,y) \).

![Graph showing the Hard Handoff Other-cell Interference Factor](image)

Fig 3-13. Hard Handoff Other-cell Interference Factor

Within the shadowed area \( S_0 \), any user who is communicating with one of the six nearest neighbors will introduce interference into the zero\(^{th}\) base station. But this happens only when the user is power-controlled by the nearest base station, which implies that the propagation loss to that neighbor is less than that to the zero\(^{th}\) base station. Thus the mean total interference from within the \( S_0 \) region to the zero\(^{th}\) base station is [5]

\[
I_{S_0} = \iint_{S_0} \frac{r^n(x,y)}{r_0^n(x,y)} E[10^{(L_0 - \sigma_o)/10}] r^n(x,y) 10^{\sigma_o/10} < r^n_0(x,y) 10^{\sigma_o/10} \int dA(x, y) \quad (3-27)
\]
Fig 3-14. 100% Two-way Soft Handoff Model

For the complement any region $S_0'$, the two nearest base stations involved in a soft handoff do not include the zeroth cell. We have soft handoff between two neighboring base stations. Also, the users in this area will introduce interference to the zeroth cell. The mean interference to the zeroth base station from the $S_0'$ region is calculated as [5]

$$I_{S_0} = \int_{S_0} \int_{S_0} \frac{r^n(x, y)}{r_0^n(x, y)} E[10^{(r_1 - \gamma_0)/10}; r^n(x, y)10^{\gamma_1/10} < r_2^n(x, y)10^{\gamma_2/10}] \kappa dA(x, y) +$$

$$\int_{S_0} \int_{S_0} \frac{r^n(x, y)}{r_0^n(x, y)} E[10^{(r_2 - \gamma_0)/10}; r_2^n(x, y)10^{\gamma_2/10} < r_1^n(x, y)10^{\gamma_1/10}] \kappa dA(x, y) \quad (3-28)$$

If we define $M(x, y) = 10n\log_{10}r(x, y)$ and use the same $\beta$ as before, the other-cell interference factor for 100% soft handoff is
\[ f = \frac{I_{s0} + I_{s0}'}{k_u} = \frac{2e^{(\beta\sigma)^2/2}}{3\sqrt{3}} \times \int_{S_0} \int_{S_0'} \frac{r_s^s(x,y)}{r_0^s(x,y)} Q(\beta\sigma + \frac{M_1 - M_0}{\sigma})dA \]

\[ + \int_{S_0} \int_{S_0'} \frac{r_s^s(x,y)}{r_0^s(x,y)} Q(\beta\sigma / 2 + \frac{M_1 - M_2}{\sigma})dA + \int_{S_0} \int_{S_0'} \frac{r_s^s(x,y)}{r_0^s(x,y)} Q(\beta\sigma / 2 + \frac{M_2 - M_1}{\sigma})dA \quad (3 - 29) \]

\( f \) is evaluated when \( n=3 \) or \( 4 \) and shown in Figure 3-15. We can see that \( f \)-values are significantly less than in the hard handoff case. When \( \sigma=8dB \) and \( n=4 \), our results are close to Viterbi's.

**Fig 14. 100% Soft Handoff Other-cell Interference Factor f**

**3.3.2 Soft Handoff Median Range Effect on Reverse Link Capacity**

Between hard handoff and 100% soft handoff, the other-cell interference factor has decreased dramatically, resulting in an increase of CDMA capacity. But in a real CDMA system, it is not realistic for mobiles to perform soft handoff all the time. In this section, we will analyze how the CDMA capacity changes under variations in the soft handoff region.

The analysis model is shown in Figure 3-16.
Two-way soft handoff is performed within the area represented by the hatch marks. Outside that area, a mobile can only communicate with its own base station. As the hatched area increases, the soft handoff region increases accordingly. When this area size is zero, the mobile communicates with only one base station all the time, which is the hard handoff case. When the hatched area size equals the cell size, the mobile will communicate with two base stations at any given time, in which case 100% soft handoff is performed.

We divide the whole area into four different regions and analyze them separately.

- First area \((S_0)\)—the small hexagon within the zero\(^{th}\) cell: in this area, the mobile will only communicate with base station zero. The users within this region will only introduce in-cell interference to each other, so we do not consider the users in this area when we calculate other-cell interference factor.
- Second area \((S_1)\)—small hexagon within six nearest cells: in this area, the mobile will only communicate with its own base stations. The users in this area will introduce other-cell interference \(I_1\) to the zero\(^{th}\) cell users.
- Third area ($S_2$)—hatched area between the zero$^{th}$ cell and six nearest cells: in this area, the mobile will communicate with two base stations at the same time. One is the zero$^{th}$ base station; the other one is one of the six nearest cells. Obviously the mobiles in this area will introduce interference $I_2$ to the zero$^{th}$ cell users.

- Fourth area ($S_3$)—hatched area between two base stations, from which the zero$^{th}$ cell excluded: the users in this area will introduce interference $I_3$ to the zero$^{th}$ cell users.

Similar to hard handoff case, the relative average interference within $S_1$ is

$$I_1 = E\int_{S_1} [\frac{r_m^p(x,y)10^{6.7}}{r_0^{n}(x,y)10^{5.9}}] k dA(x,y); \text{ where } m \in [1,6] \quad (3-30)$$

Within $S_2$, the average interference will be [4]

$$I_2 = \int_{S_2} \frac{r_m^p(x,y)}{r_0^p(x,y)} E[10^{5.9-x_0/10}; r_m^p(x,y)10^{5.9}/10 < r_0^p(x,y)10^{5.9}/10] k dA(x,y) \quad (3-31)$$

Within $S_3$, the average interference will be [4]

$$I_3 = \int_{S_3} \frac{r_m^p(x,y)}{r_0^p(x,y)} E[10^{5.9-x_0/10}; r_m^p(x,y)10^{5.9}/10 < r_0^p(x,y)10^{5.9}/10] k dA(x,y) +$$

$$\int_{S_3} \frac{r_m^p(x,y)}{r_0^p(x,y)} E[10^{5.9-x_0/10}; r_m^p(x,y)10^{5.9}/10 < r_0^p(x,y)10^{5.9}/10] k dA(x,y) \quad (3-32)$$

where $m, t \in [1,6]$ and $m \neq t$

Therefore, the other-cell interference factor is calculated as

$$f = \frac{I_1 + I_2 + I_3}{k_u} = \frac{2e^{\beta_0}/3}{3} \times [\int_{S_1} \frac{r_m^p(x,y)}{r_0^p(x,y)} Q(\beta \sigma + \frac{M_u - M_0}{\sigma}) dA + \int_{S_2} \frac{r_m^p(x,y)}{r_0^p(x,y)} Q(\beta \sigma / 2 + \frac{M_u - M_0}{\sigma}) dA + \int_{S_3} \frac{r_m^p(x,y)}{r_0^p(x,y)} Q(\beta \sigma / 2 + \frac{M_m - M_m}{\sigma}) dA] \quad (3-33)$$
The analytical result for $f$ is shown in Figure 3-17. It shows that when the soft handoff region is larger than 50% of the cell size, the other-cell interference factor is close to its minimum value of 0.79.

Furthermore, by using these other-cell interference factors, the CDMA capacity is evaluated as shown in Figure 3-18. The left-most curve represents the

![Fig 3-17. Other-cell Interference Factor vs. Two-way Soft Handoff Median Range](image)

soft handoff region equaling zero, which is hard handoff case. The right most curve is the 100% soft handoff case. Varying from hard handoff to 100% soft handoff, the capacity increases continuously.
When we keep the outage probability as 0.1, 0.01 and 0.001, the CDMA capacity vs. the soft handoff region is found in Figure 3-19. We can see the capacity remains approximately a constant when the soft handoff region exceeds 50% for either case. These constants are the maximum number of users can be supported under certain outage probability. For example, when $P_{\text{outage}}=0.1$, 36 users per sector can be supported simultaneously.
Fig 3-19. Number of users per sector vs. Two-way soft handoff median range
Chapter 4  Reverse Link Capacity Analysis for Multiple Classes of Users

In chapter 3 we analyzed CDMA capacity with soft handoff and hard handoff for voice users only. In this chapter more than one class of users are considered, e.g. voice users, data users and video users. These different classes of users have different data rates, different activity factors and different BER requirements. These factors affect the capacity for all user classes in a CDMA system. The capacity of every class user vs. data rate, activity factor, or BER requirements is calculated numerically in this chapter, under the assumptions of 100% two-way soft handoff and hard handoff. Furthermore, when the soft handoff region changes, the user capacity of different classes in the system is calculated as well.

4.1 Propagation Model

As described in chapter 3, path loss often varies as the fourth power of distance and exhibits a lognormal shadowing effect. Assume that during hard handoff, a single cell is being received at any given time for every class of users, with hard handoffs being performed at the cell boundary [4]. For comparison purposes, 100% two-way soft handoff is again assumed when we study the effect of BER requirements, activity factors and user data rates on the capacity for every class of users.

4.2 CDMA Capacity for Multiple Classes of Users

CDMA capacity for multiple classes of users has been studied in [3]. Their bandwidths and their fidelity requirements define these different classes of users. Assuming perfect power control in the CDMA system for all users, the capacity constraint was found. The results are summarized in the following sections.

4.2.1 CDMA Capacity for One Class of Users

For the single cell CDMA system the bit energy-to-noise density is derived in equation (3-8). Because the signal power level \( S = E_b R/W \), \( E_b/N_o \)' can also be represented as

\[
E_b / N_o' = \frac{W/R}{(N_c - 1) + (E_b/N_o)^{-1} W/R} \\
= \frac{G_p}{G_p(E_b/N_o)^{-1} + (N_c - 1)} \geq \gamma
\]

(4-1)

where \( \gamma \) is the required \( E_b/N_o' \) value in order to achieve adequate performance (e.g. \( BER < 10^{-3} \) for voice users) and \( G_p = W/R \) is the processing gain. Therefore, the maximum number of users is derived from equation (4-1) as
\[ N_c = 1 + G_p \left( \frac{1}{\gamma} - \frac{1}{E_b/N_o} \right) \]  

(4 – 2)

Taking into account the effect of sectorization, voice activity factor and the interference from the other-cell users, the capacity of multiple cells CDMA system is calculated as[3]:

\[ N_c = \frac{1}{1 + f} \left[ 1 + \frac{nG_p}{v} \left( \frac{1}{\gamma} - \frac{1}{E_b/N_o} \right) \right] \]  

(4 – 3)

where \( N_c \) is the number of users/cell
\( f \) is other-cell interference factor
\( n \) is number of sectors/cell
\( v \) is voice activity factor

4.2.2 CDMA Capacity for More than One Class of Users

We first consider two classes of users. Assume there are \( N_1 \) class 1 users and \( N_2 \) class 2 users with data rate \( R_1 \) and \( R_2 \) respectively. Let their activity factors be \( v_1 \) and \( v_2 \). \( G_{p1} \) and \( G_{p2} \) represent the corresponding processing gains. \( M_1 \) and \( M_2 \) are the total number of class 1 and 2 users including interference. \( S_1 \) and \( S_2 \) are the despread signal power spectral density (PSD) heights of class 1 and class 2 users.

In a single cell CDMA system, the total interference for class 1 users can be written as [3]

\[ N_{o1} = N_o + \frac{S_1 R_1}{W} (M_1 - 1) + \frac{S_2 R_2}{W} M_2 \]  

(4 – 4)

Similarly for class 2 users

\[ N_{o2} = N_o + \frac{S_1 R_1}{W} (M_2 - 1) + \frac{S_2 R_2}{W} M_1 \]  

(4 – 5)

The average bit energy-to-noise ratio can be calculated as [3]
\[
(E_b / N_o)_1 = \frac{1}{N_o + (M_1 - 1) \frac{S_2 M_2}{S_1 G_{p1}} + S_1 G_{p2}} \geq \gamma_1 \quad (4-6)
\]

and

\[
(E_b / N_o)_2 = \frac{1}{N_o + (M_2 - 1) \frac{S_1 M_1}{S_2 G_{p2}} + S_2 G_{p1}} \geq \gamma_2 \quad (4-7)
\]

If we consider sectorization and activity factors and assume the other-cell interference factors are the same for both classes of users, equation (4-7) and (4-8) can be written as [3]

\[
(E_b / N_o)_1 = \frac{1}{\frac{N_o}{S_1} + \frac{v_1[(1 + f) N_1 - 1]}{n G_{p1}} + \frac{v_2 S_2[(1 + f) N_2]}{n S_2 G_{p2}}} \geq \gamma_1 \quad (4-8)
\]

and

\[
(E_b / N_o)_2 = \frac{1}{\frac{N_o}{S_2} + \frac{v_2[(1 + f) N_2 - 1]}{n G_{p2}} + \frac{v_1 S_1[(1 + f) N_1]}{n S_1 G_{p1}}} \geq \gamma_2 \quad (4-9)
\]

The number of users is [3]

\[
N_1 \leq \frac{1}{1 + f} \left(1 + \frac{n G_{pl}}{v_1} \left[\frac{1}{\gamma_1} - \frac{1}{(E_b / N_o)_1}\right]\right) - \frac{v_2 G_{p2} S_2 N_2}{v_1 G_{p1} S_1} \quad (4-10)
\]

\[
N_2 \leq \frac{1}{1 + f} \left(1 + \frac{n G_{p2}}{v_2} \left[\frac{1}{\gamma_2} - \frac{1}{(E_b / N_o)_2}\right]\right) - \frac{v_1 G_{p1} S_1 N_1}{v_2 G_{p2} S_2} \quad (4-11)
\]

Equations (4-10) and (4-11) can be written in the form [3]

\[
N_1 + b N_2 \leq \overline{N}_1 \quad (4-12) \quad \text{and} \quad N_2 + d N_1 \leq \overline{N}_2 \quad (4-13)
\]
where

\[ b = \frac{1}{d} = \frac{v_2 G_{p_2} S_2}{v_1 G_{p_2} S_1} \]

and \( \bar{N}_1 \) and \( \bar{N}_2 \) are the number of users of class 1 and class 2 when there are no class 2 and class 1 users respectively.

\[ \bar{N}_j = \frac{1}{1 + f} (1 + \frac{n G_{pi}}{v_j} \left[ \frac{1}{\gamma_j} - \frac{1}{(E_{b_i} l N_o)_{j}} \right]) \]

Equation (4-12) and (4-13) should give us the same result for \( N_r \) when \( N_2 = 0 \). This implies that [3]

\[ d \bar{N}_1 = \bar{N}_2 \]

Therefore the total number of users is limited by the following constraint [3]

\[ \frac{\bar{N}_1}{N_1} + \frac{\bar{N}_2}{N_2} \leq 1 \quad (4-14) \]

Similarly for three classes of users, the constraint will be [3]

\[ \frac{\bar{N}_1}{N_1} + \frac{\bar{N}_2}{N_2} + \frac{\bar{N}_3}{N_3} \leq 1 \quad (4-15) \]

Extending to \( J \) classes of users, the overall capacity is [3]

\[ \sum_{j=1}^{J} \frac{N_j}{\bar{N}_j} = 1 \quad (4-16) \]

where \( J \) is the total number of classes
\( N_j \) is the number of users per cell for class \( j \)
\( \bar{N}_j \) is the number of users per cell which \( j \) class can have without the other classes of users
4.3 Handoff Effect on CDMA Capacity for Multiple Classes of Users

In order to compare the effect of hard and soft handoffs on CDMA capacity for multiple classes of users, two simplest cases—hard handoff being performed at the cell boundary and 100% two-way soft handoff are considered. The effect of different bit error rate requirements, different data rates and different activity factors on CDMA capacity is studied. Furthermore, we shall take into account soft handoff region and analyze the capacity for multiple classes of users accordingly. Only two or three classes of users are considered in this section.

4.3.1 CDMA Capacity Comparison with Hard and Soft Handoffs for Multiple Classes of Users

Assume in hard handoff that the mobile communicates with one base station at any given time with hard handoffs being performed at the cell boundary. With 100% two-way soft handoff, the mobile always communicates with two base stations. The other-cell interference factors have been found [5] as \( f_{\text{hard}}=2.38 \) and \( f_{\text{soft}}=0.77 \) when path loss attenuation power \( n=4 \) and its standard deviation \( \sigma=8\text{dB} \). Also we assume that the BER requirements can always be satisfied for every class of users, which means the received \( E_b/N_0 \) is always larger than the required \( E_b/N_0 , ((E_b/N_0)>>\gamma_j) \). Thus the capacity for the \( j^{th} \) class of users without the users from the other classes is

\[
\bar{N}_j = \frac{1}{1 + f \left( 1 + \frac{nG_{\mu_i}}{v_j} \cdot \frac{1}{\gamma_j} \right)} \tag{4-17}
\]

Perfect power control is assumed as well.

4.3.1.1 Effect of BER requirements on CDMA capacity for multiple classes of users

For a given modulation scheme, when the BER requirements change for different classes of users, the required \( E_b/N_0 \) for each class of users will change correspondingly. According to equation (4-18), it results in the change of \( \bar{N}_j \) which is the number of users that can be supported without other classes of users. Therefore, the number of users for different classes will change accordingly.

Assume that there are two classes of users. The capacity for the class 1 user with hard handoff and 100% soft handoff is estimated according to equation (4-17). The result is shown in Fig 4-1 (In this example there are three class 2 users).
In this analysis, we use class 1 users to represent voice users and class 2 users to represent other applications. When the class 2 users’ BER changes from $10^{-3}$ to $10^{-6}$, the CDMA capacity changes accordingly. The parameters are chosen as follows: total spread bandwidth $W=1.25$ MHz; 10% of the total spectrum which cellular service provider will use to provide service. user bit rate $R_1=9.6$ kb/s, $R_2=14.4$ kb/s; standard vocoder data rate. activity factor $\nu_1=3/8$, $\nu_2=1/2$; assume class 1 users are voice users and class 2 users are some kind of data users. required $(E_b/N_0)_1=5(7\, \text{dB})$; corresponds to $BER_1=10^{-3}$.

When the number of class 2 users are chosen as 0,3,6,9, from hard handoff to 100% soft handoff the increase rate of class 1 user capacity is shown in Fig 4-2. From this graph we can see that when no class 2 users are present ($N_2=0$), the capacity for the class 1 users with soft handoff is approximately 1.9 times of that with hard handoff. It is not affected by class 2 users’ BER. When there are more class 2 users present, the capacity increase rate with soft handoff over hard handoff for class 1 users is greater.
Fig 4-2. Capacity increase of Class 1 user with soft handoff vs. Class 2 user BER

This shows that the more class 2 users we have, the more beneficial it is to use soft handoff. Also, we notice the increment of class 1 user capacity with soft handoff is larger when the BER requirement is higher (e.g. $10^{-6}$) for class 2 users. On the other hand, in the hard handoff case the incremental capacity for class 1 users would be smaller.

If there are three classes of users present, the class 1 user capacity is shown in Figure 4-3, assuming variations in the BER requirements for class 2 and class 3 users are (assume there is 1 class 2 user and 1 class 3 user present). The capacity increment for class 1 users from 100% soft handoff to hard handoff is shown in Figure 4-4 as well.
Fig 22. Class 1 Users Capacity vs. Class 2 and 3 Users BER

Fig 4-3. Class 1 user capacity vs. Class 2 and Class 3 user BER
From Figure 4-4 we can see when the BER requirements become higher for class 2 and 3 users, the capacity increase rate for class 1 users is greater. This shows that soft handoff is more suitable for a situation with high BER requirements. In this analysis, the parameters are chosen as follows:

- total spread bandwidth $W=1.25$ MHz,
- user bit rate $R_1=9.6$ kb/s, $R_2=14.4$ kb/s, $R_3=28.8$ kb/s;
- activity factor $v_1=3/8$, $v_2=v_3=1/2$,
- required $(E_b/N_0)=5(7\text{dB})$ which corresponds to $BER_1=10^{-3}$,
4.3.1.2 Effect of user data rate on CDMA capacity for multiple classes of users

Figure 4-5 shows the capacity of class 1 users with hard and soft handoffs when class 2 users’ data rate changes, assuming only two classes of users. We can see that when the data rate of class 2 users increases, the class 1 user capacity decreases to accommodate class 2 users’ data rate.

Figure 4-6 shows the capacity increase rate for class 1 users from 100% soft handoff to hard handoff when there are 0, 1, 2 class 2 users present. As the number of class 2 users increases, the capacity for class 1 users increases more quickly. Also, when class 2 users’ data rate increases, we can achieve higher capacity increase rate for class 1 users by using soft handoff.
Fig 4-6. Capacity increase of Class 1 user with soft handoff vs. Class 2 user data rate.

The parameters used in this analysis are the same as before. For class 2 and 3 users, we assume $BER_2 = BER_3 = 10^6$, resulting in $E_b/N_0 = 11dB$.

With three classes of users, class 1 user capacity with hard and soft handoffs is shown in Figure 4-7. The capacity increase rate from 100% soft handoff to hard handoff for class 1 users is shown in Figure 4-8.
Fig 26. Class 1 Users Capacity vs. Class 2 and 3 Users Data Rate

Fig 4-7. Class 1 user capacity vs. Class 2 and Class 3 user data rate
Fig 27. Capacity increase of Class 1 Users w/ Soft HO(N2=1, N3=1)

Fig 4-8. Capacity increase of Class 1 user with soft handoff (N2=1, N3=1)

We can see from these graphs that when the data rates of class 2 and 3 users increase, the capacity of class 1 users decreases to accommodate their high data rate requirements. The capacity increase rate for class 1 users will be higher by using soft handoff when the data rates of class 2 and class 3 users increase.

4.3.1.3 User Activity Factor effect on CDMA capacity for multiple classes of users

The class 1 users are assumed to be voice users, and therefore their voice activity factors are chosen as v=3/8. With two classes of users, when the class 2 users' activity factor changes from 0 to 1, the class 1 user capacity decreases as shown in Figure 4-9. The capacity increase rate for class 1 users from hard handoff to soft handoff is shown in Figure 4-10. With three classes of users, the corresponding results are shown in Figure 4-11 and 4-12. From these graphs we observe that when the user activity factors from the other classes increase, the capacity of class 1 users decreases accordingly to accommodate the other class users' high activity. The capacity increase rate of class 1 users also increases. Moreover, we find that when there are more users from other classes present, soft handoff will give us a higher capacity increase rate for class 1 users compared to hard handoff.
Fig 4-9. Class 1 user capacity vs. Class 2 user activity factor
Fig 4-10. Capacity increase of Class 1 user with soft handoff vs. Class 2 user activity factor.
Generally, when the users from the other classes have higher activity including higher user data rate, higher user activity factor, or higher BER requirements, the capacity of class 1 users will decrease to accommodate the high activity of the other classes' users. Compared to hard handoff, soft handoff offers higher a capacity increase rate for class 1 users as well in these cases. Also, when there are more users from other classes present, soft handoff can accommodate higher capacity increase rate for class 1 users.

4.3.2 Soft Handoff Region Effect on CDMA Capacity

When soft handoff region changes from zero to the full cell size, the other-cell interference factor $f$ will change accordingly as shown in Chapter 3. Since $f$ depends only on the mobile position and not on the user’ parameters (e.g. data rate, activity factor), it keeps the same value as in Chapter 3.
When the soft handoff region changes, Figure 4-13 shows the change of the capacity of class 1 users, with two classes of users. With three classes of users, the result is shown in Figure 4-14. The parameters we used here were chosen to be the same as in the previous analysis. From these two graphs, we observe that after soft handoff region reaches 50%, the capacity for class 1 users reaches its maximum value. The same would happen if we took class 2 or class 3 users as an example. Therefore for multiple classes of users, a CDMA system will have the maximum capacity for every class of users when the soft handoff region reaches approximately 50% of cell size.
Fig 4-13. Class 1 user capacity vs. soft handoff region (two classes of users)
Fig 4-14. Class 1 user capacity vs. soft handoff region (three classes of users)
Chapter 5  Conclusions and Future Work

5.1 Summary of Results

This report has developed the expression of CDMA capacity in terms of number of users per cell with soft handoff for an arbitrary number of user classes, where each class is defined by the bit rate, activity factor, and fidelity requirement. It has been shown that a significant increase in the number of CDMA users can be achieved through the use of soft handoff versus hard handoff.

For one class of users with 100% two-way soft handoff, the number of users per cell is derived as a function of outage probability. With the change of soft handoff area from 100% to 0% of the cell size, the other-cell interference factor is decreased from 2.22 to 0.79. It has been shown in this report that when the soft handoff area is larger than 50% of the cell size, the other-cell interference factor is approximately equal to its minimum value of 0.79. Accordingly, the CDMA capacity reaches its maximum capacity for its region.

For multiple classes of users, the effect of user data rate, user activity factor, bit error rate requirement on CDMA capacity had been studied. It has been shown in this report that when there is a high user "activity" (high user date rate, high user activity factor, low bit error rate requirement for one class of users) the capacity for the other classes of users will be reduced to accommodate this high "activity." The examples have been shown with two classes of users and three classes of users. When the soft handoff area changes from 0% to 100%, the other-cell interference factor changes, and the capacity in terms of number of users per cell for every class changes accordingly. It is also shown that when the soft handoff area is larger than 50% of the cell size, the overall capacity for all of the classes of users approximately equals its maximum value.

In conclusion, we have analyzed the capacity with soft and hard handoff of a multiple classes DS-CDMA cellular system. Also, we have studied the soft handoff area effect on a multi-user DS-CDMA cellular system. Therefore, the results derived in this report can make a significant contribution to the network service provider towards designing a soft handoff scheme for a multi-rate multi-user DS-CDMA.

5.2 Suggestions for Future Work

The main intent of the work done in this report is to analyze the capacity using soft and hard handoff of a wireless channel using DS-CDMA as a multiple access scheme. For one class of users, we have considered the outage probability as a service requirement. For multiple classes of users, we assumed the outage probability is zero. It would be useful to extend this analysis to include non-zero outage probability.
For simplicity, perfect power control is assumed in all cases. In real CDMA systems, power control has a lognormal distribution with variance of 1.5 to 2.5dB. In future work, this could be taken into account to obtain more accurate results.

In this report, we analyzed two-way soft handoff only. It has been shown that 40% of the handoffs in a CDMA system are two-way and 25% are three-way [20]. Three-way and four-way soft handoffs could be taken into account in future work. Also, we could take into account sectorization and analyze softer handoffs to further approximate a "real" system.

Finally, the analysis of the other-cell interference factors vs. soft handoff area could be used in studying the required transmit power of the base station and in further defining soft handoff parameters.
BIBLIOGRAPHY


