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Abstract

In ATM networks, Connection Admission Control (CAC) has been recognized as one of the

most important means to provide satisfactory quality of service (QoS) and protect the network

from congestion, especially for supporting real-time services such as voice and video. An effi-

cient CAC strategy, which can both guarantee the QoS of admitted connections and achieve good

resource utilization, then becomes a crucial issue for ATM network providers. The concept of a

user-network traffic contract has been introduced by ATM Forum. Starting from this point, we

propose a measurement-based CAC strategy. We first discuss how to obtain an accurate descrip-

tion (traffic parameters) of user traffic by using on-line measurement in conjunction with dynamic

renegotiation. The results show that the proposed strategy is reliable and simple to implement. We

then move on to examine the possibility and methodology for exploiting the effect of statistical

multiplexing in resource allocation to achieve higher network resource utilization.
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1 Introduction

A significant portion of traffic in future ATM-based B-ISDN will consist of real-time services,

such as voice, multimedia and especially video applications. Currently, the service classes de-

fined by ATM Forum for these applications are Constant Bit Rate (CBR) and Variable Bit Rate

(VBR). However, since most traffic sources are intrinsically variable bit-rate, it is generally ac-

cepted that using the VBR class will result in better information quality. Meanwhile, from the

network provider's point of view, supporting VBR service might mean higher resource utiliza-

tion due to the prospect of exploiting the statistical multiplexing effect. Hence we focus on VBR

services in this report.

Another characteristic of most applications of this type is that they are either non-controllable

or will suffer unacceptable qualify degradation from forced rate-control. Therefore, Connection

Admission Control (CAC) becomes the primary method to allocate limited network resources in

such a way that the user requirement for QoS can be satisfied. This presents a new challenge not

found in traditional telecommunication networks. First of all, available resources (bandwidth and

buffer) are fixed in amount and limited compared with user demand. On the other hand, the user

traffic is ever-changing and QoS requirements can be stringent. This problem becomes even more

difficult since so far there is no generic theoretical analysis method available to model the behavior

of traffic sources (e.g., the long-range dependent video source [16]) and to predict performance

accordingly.

So far, numerous efforts have been made to find an efficient CAC strategy which includes

determining resource requirements for VBR traffic [3] [6] [7] [17] [4] [5]. However, the proposed

schemes are often limited to a particular aspect of the problem and lack a simple, generic strategy.
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In this report, we try to address this issue by combining a variety of techniques, including on-line

traffic measurement, dynamic renegotiation, and utilizing the statistical multiplexing effect.

The rest of this report is organized as follows: Section 2 presents an overview of our CAC

strategy as well as the underlying network architecture. In section 3, we discuss the issue of

determining the user traffic descriptors. Section 4 addresses the problem of statistical multiplexing

in CAC. Finally, section 5 draws a conclusion for the report.

2 An Overview of CAC Strategy

As defined by ATM Forum [9], CAC is the set of actions taken by the network at virtual connection

establishment in order to determine whether a connection can be accepted or should be rejected.

Generally, CAC has to make the decision based on whether or not all connections (including both

the existing ones and the new connection) will be able to achieve their QoS, given limited network

resources.

Pricing policy is also important in any CAC strategy. Usually, price can be based on either or

both of the following:

� Resource allocation, which may be measured in terms of declared traffic parameters.

� Actual usage (cell counts).

We take the position that pricing based on both factors is necessary to satisfy both users and net-

work providers. Such policies provide incentives for both users and network providers to maintain

consistency between resource allocation and actual usage.
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A successful CAC strategy should achieve a good balance between the users' desire for QoS

guarantees (conservative resource allocation) and the network provider's desire for maximum rev-

enue (aggressive resource allocation). Furthermore, it should be relatively simple to implement,

suitable to a wide range of traffic types, and able to deal with time-varying traffic.

As part of a comprehensive traffic management solution, CAC needs support from the follow-

ing two aspects:

� A traffic description method accepted by both user and network. Currently ATM forum has

chosen the Generic Cell Rate Algorithm (GCRA) as the basis of the user-network contract,

as well as Usage Parameter Control (UPC) parameters at the user-network interface (UNI).

The basic traffic parameters for VBR services are Sustainable Cell Rate (SCR) and Burst

Tolerance (BT). 1

� An efficient underlying resource management scheme. Such a scheme should allocate re-

sources to each connection to guarantee its QoS, yet allow dynamic resource sharing. In this

paper, we use a bandwidth management scheme [1] based on an edge-core network archi-

tecture [10] and Weighted Round-Robin (WRR) [11] [12] [13] cell scheduling. The basic

idea can be expressed as follows:

1. Partition the ATM network into VC-based edge network and VP-based core network.

2. Ensure at least one CBR/VBR VP and one ABR/UBR VP between each edge-node-

pair. The VP bandwidth is semi-permanently allocated based on long-term manage-

ment considerations. In terms of CAC, this is the total amount of available bandwidth

1 Peak Cell Rate (PCR) and Cell Delay Variation Tolerance (CDVT) are also defined but the values for these are
usually determined by equipment configurations.
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for that VP.

3. Achieve both bandwidth allocation and dynamic sharing by using both VC-based WRR

at the edge and VP-based WRR in the core.

4. Throttle the traffic entering a VP at the edge, so that the loss and delay in the core will

be minimal. Consequently, per VC bandwidth allocation at the edge would be enough

to guarantee end-to-end QoS, allowing the CAC decision to be made at the ingress edge

without requiring information from other nodes.

In this context, we propose a two-part CAC strategy:

1. Choose proper traffic descriptors (SCR and BT values) for each incoming connection and

maintain accurate values using on-line measurement and dynamic renegotiation. Note that

if we allocate WRR bandwidth according to SCR, delay and loss bounds (QoS) can then be

derived from SCR and BT. The baseline CAC strategy can then be expressed as: allocate

bandwidth and buffer according to SCR and BT. If sufficient spare resources are available,

the call can be accepted. Otherwise it should be rejected.

2. Since the baseline strategy is likely to be quite conservative, the second part of the strategy

is to enhance the CAC performance (number of admissible connections) by taking the statis-

tical bandwidth multiplexing (enabled by WRR) into consideration. Note that proper traffic

descriptors will still be essential for the success of this enhanced strategy.
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START
Queue Length = 0

Wait for events

Cell arrival Cell departure

Queue length +1 Queue length -1

Record Maxium Queue Length

and/or queue overflow event

Fig. 1: Virtual Buffer Measurement Mechanism

3 Problem 1: Traffic Descriptor Selection

The (SCR;BT ) traffic description that will yield zero violation for a given type of traffic is not

unique. For example, given an SCR value, there exists a BTmin such that for any BT � BTmin,

the policer based on (SCR;BT ) will give zero cell-tagging. More important, BTmin itself will

vary with SCR. Clearly, the total number of admissible (SCR;BT ) pairs is infinite. The choice of

(SCR;BT ) is important since it is directly related to resource allocation (bandwidth and buffer)

and QoS (delay and loss ratio).
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3.1 Virtual Buffer Measurement

The problem then becomes: Given a certain delay bound and CLR requirement, determine the

corresponding (SCR;BT ) value that will satisfy the requirements and yet minimize the amount

of resource allocation. In this section we propose addressing this problem by employing two key

techniques: virtual buffer measurement and UPC parameter renegotiation.

In virtual buffer(VB) measurement [2], the virtual buffer is actually a cell counter, which in-

creases by one on cell arrival and decreases at a preset drain rate, as shown in figure 1. The counter

value is sampled (perhaps on every cell arrival) for measurement processing. Depending on the

processing techniques, various kind of results can be obtained, such as the maximum VB value and

probability of VB overflow. In practice, the data processing function should maintain currency, for

example by working in a sliding-window fashion so that only samples collected within the past

Tw(window width) time are used in the processing. Obsolete samples are discarded.

The importance of the above measurement is two-fold:

1. Simulates a FIFO with fixed serving rate equal to allocated bandwidth, providing worst-case

delay and loss estimates.

� The VB counter value is equal to the worst-case FIFO queue length. The maximum

observed VB counter value corresponds to the buffer size that will yield zero cell loss.

� The queue length in the VB observed at cell arrival is directly proportional to the worst-

case delay experienced by the arrived cell.

2. Simulates a GCRA (leaky bucket) policer, allowing UPC adjustments.

� SCR corresponds to the VB drain rate, and BT to the size of VB.
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� The VB overflow event is equivalent to cell-tagging in the corresponding UPC function.

� The desired BT value for different CLR/tagging ratio requirements for a given SCR

can be acquired through some simple manipulation of measurement results.

VB-based measurement has a great advantage that it is very simple and low-cost. The network

provider can easily put it at the UNI or any other place to monitor traffic. Also it is very flexible

and can be applied for many different purposes, which we will discuss in the rest of this report.

There are two important observations:

� Another notable fact is the QoS guarantee obtained as above is not explicitly related with the

PCR and CDV T , i.e., all sources with the same measured SCR and BT can achieve the

same QoS regardless of their PCR and CDV T value.

� Throughout these report, we have assumed the allocated bandwidth of WRR equals to the

SCR value measured by the above scheme. Assuming the measurement is accurate, this

allocation will result in zero cell loss and a delay bound close to BT . The following parts of

this report will discuss how to choose proper SCR and BT so that BT matches the user's

delay requirement. Also note that, this method will always be more efficient in bandwidth

allocation compared to specifying BT not matching delay bound and trying to meet delay

requirement by allocating WRR bandwidth larger than SCR. The reason is that the latter

method essentially has to assume the worst-case traffic pattern that fits the specified SCR

and BT parameters, thus results in conservative bandwidth allocation.
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Fig. 2: SCR-Delay relationship: different CLR
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3.2 Off-Line Traffic Characterization

Given a certain kind of incoming traffic, if we use a number of VBs with different drain rates

(SCR) in parallel and record the maximum delay for each SCR, the result will be a delay-bound

vs. SCR curve, which is an important characteristic of this traffic. If the curve is already known, the

network provider can then easily determine GCRA parameters and resource allocation by picking

an SCR/BT pair that satisfies the user's delay requirement.

Unfortunately, the exact curve generally can not obtained until a connection is admitted to the

network. However, since the curve itself is an important characteristic of the particular traffic type,

the result measured from pre-sampled trace files can serve as a guideline for user-network traffic

contract during the initial CAC.

Since it is commonly believed that digital video traffic will be a significant portion of VBR

traffic in B-ISDN, we have examined a number of video samples, including both MPEG-I coded

and JPEG coded traces, for the above purpose. The results are shown in figures 2 - 4. In all these

figures, we have assumed a frame-level “bursty” source, i.e., the source segments a whole video

frame and transmits the resulting cells at very high link rate (OC-3, or 155 Mb/s).

The result as shown in figure 2 is acquired by measuring a 2-hour MPEG-I video trace (the

movie “Star Wars”, from BELLCORE). There are four curves, representing CLR requirement of

0 (no loss/tagging happens), 10�5, 10�4 and 10�3 respectively. The most striking feature is that

a sharp knee is present in all four curves. This seems to be a universal characteristic, since we

observed the same feature in all our experiments. The implication is that there exists a bandwidth

threshold operation point below which the delay and buffer requirement are very sensitive to band-

width, but above which the delay and buffer requirement changes little. The natural choice of
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Fig. 3: SCR-Delay relationship: different quality

operational bandwidth is then somewhere above, yet “safely” close to the threshold. Though the

exact threshold value will depend on the type of traffic, note that the threshold bandwidth for this

video trace is much lower than the often-suggested paced peak rate (maximum frame size divided

by frame interval) of 4:9Mb=s despite the fact that we have used a very bursty source.

We can also see that the bandwidth requirement varies, sometimes considerably, with differ-

ent CLR requirements. For example, the threshold bandwidth drops almost 30% when the CLR

requirement changes from 10�4 to 10�3.

Figure 3 and 4 are based on sequential JPEG encoded video. All video samples are obtained

by recording 100 minutes of broadcast TV programs. The sampling and encoding is done using

the SunVideo video system on SUN SPARC workstations.

In figure 3, we examine the sensitivity to different encoding quality (Q40 is lower quality than
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Fig. 4: SCR-Delay relationship: different material

Q50). The result is just as expected: the bandwidth requirement for the same QoS rises as the

encoding quality gets better. However, the shape of curve remains the same, which means the

effect of varying encoding quality is generally predictable.

The sensitivity to the program content is illustrated in figure 4 . Generally, there can be consid-

erable variation caused by program content. As a result, the network operator and user may have

to choose the worst-case curve (the rightmost one) for initial CAC decisions, since neither of them

are likely to have an accurate estimation of the precise content of traffic. However, it is possible

that more in-depth and systematic study will reveal some general principle regarding this case.

To further investigate the bandwidth requirement for the video sources, we compare the results

obtained from VB measurement with those obtained by the well-known Equivalent Bandwidth

(EBW) [14] [15] method. Based on an on-off fluid flow model, the EBW method estimates the
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bandwidth requirement from mean burst length, mean bit rate, peak rate, buffer size, and CLR

requirement. In our experiments, burst lengths and rates are measured from the trace files, and

the delay bound is considered as the buffer size divided by the resulting bandwidth. Both MPEG

and JPEG encoded trace files are used in the experiment, the PCR of source is set at either access

link rate (OC-3) or paced PCR (maximum frame size/ frame interval). The comparison results are

shown in figure 5

Generally, we observed that for different traffic characteristics, EBW can either considerably

over-estimate the bandwidth requirement (as in figure 5 (C)(E)) or under-estimate it (as in figure

5 (A)(B)(D)). Even for the same traffic source, the EBW may also either over-estimate or under-

estimate the bandwidth, depending on different delay requirement, as shown in figure 5 (F). These

results are further evidence that the bandwidth requirement for VBR traffic generally can not be

obtained from currently existing traffic models.

3.3 UPC parameter Renegotiation

Although results acquired from representative trace files can provide a starting point for the user-

network traffic contract, more accurate knowledge can only be obtained during the connection

by using VB-based measurement on-line. Once the better traffic estimation is obtained, a rene-

gotiation is necessary to change the UPC parameters accordingly. For example, if current UPC

parameters (and hence the allocated resource) is more than necessary to guarantee QoS, it is ben-

eficial to both user (lower cost) and network (higher potential revenue from other connections) to

change it to a lower setting.

Generally, there are two kinds of renegotiation scenarios:
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User-initiated renegotiation Based on the knowledge of future traffic or user-side measure-

ments, a user may initiate a renegotiation procedure. If the new set of UPC parameter re-

quires additional resource, the network will decide whether to accept the request according

to currently available resource, using a similar procedure as the one for initial CAC. If less

resource is demanded, the request can always be accepted.

Network-initiated renegotiation In this case, the network keeps track of actual resource usage

of user traffic and initiates a renegotiation at an appropriate time.

In this paper we mainly focus on the latter case. However, it should be kept in mind that, in

either case, it is up to the user to make the final decision whether to adapt to new UPC parameters

or not, especially when the new UPC parameters mean lower SCR. Once the user agrees to lower

his SCR (e.g., in exchange for lower price), he takes the risk that the network may allocate the

corresponding resource to other users, and he may not be able to get it back in case he needs it

in the future. Given all those considerations, we propose the following network-initiated UPC

renegotiation procedure:

1. Initial stage: there are two options in this stage:

Option 1: user specifies a general traffic type (e.g., a MPEG encoded video) as well as

delay and CLR requirements. The network then looks into the trace-file data base and

suggests a safe set of UPC parameters for the user, who must give final approval.

Option 2: the user specifies UPC parameters directly without consulting the network.

2. The network continuously monitors the traffic submitted by the user (by doing VB-based
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Traffic Type Number Delay
P
SCR Multiplexed Multiplexing

of Sources Bound (ms) (Mbps) Bandwidth (Mbps) Gain
MPEG-I video 6 100 10.2 5.72 44%
MPEG-I video 6 50 19.9 11.5 42%
JPEG video 6 100 69.5 44.4 36%
JPEG video 6 50 73 46.3 37%

Tab. 1: Statistical Multiplexing Gain on Video Sources

measurement) and generates new reference UPC parameters periodically. The length of

period depends on the nature of the particular traffic.

3. The network then checks the currently available resource. If the new UPC parameters can be

guaranteed, the network then initiates renegotiation by sending the suggested UPC param-

eters to the user;. Otherwise no renegotiation should be started. Other useful information,

such as current cell-tagging ratio, could also be provided.

4. The user then evaluates the suggested UPC parameters against foreseeable future usage and

cost implications, and decides whether to accept the new traffic contract.

4 Problem 2: Dealing with Statistical Multiplexing Effect

While the CAC approach that relates the traffic descriptors directly to resource requirements does

provide QoS guarantees for admitted connections, it ignores a great advantage of ATM networks,

statistical multiplexing. Actually, supported by a bandwidth-sharing scheme such as WRR, it is

possible to reduce the total amount of required bandwidth considerably.
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Table 1 shows some results of video source multiplexing. The sources used here are six 20

minute segments taken from the movie “Star Wars”, either MPEG-I or JPEG encoded. The fourth

column is the sum of SCRs corresponding to the required delay bound, the fifth column is the total

bandwidth required to achieve the same delay bound after the traffic from the source is multiplexed

using WRR. The multiplexing gain is defined as (
P
SCR�MultiplexedBW )=

P
SCR. Clearly,

there are significant multiplexing gains regardless of delay requirements, even if the total number

of sources is relatively small. Furthermore, many studies [4] [5] show that, for MPEG video

sources, when the number of multiplexed sources increases, the aggregated bitrate distribution

becomes more Gaussian and narrow. As a result, the aggregated peak rate tends to get closer to

aggregated mean rate, and the effect of statistical multiplexing becomes even more significant.

However, in real life a VP will probably carry many kinds of traffic with greatly-varying char-

acteristics, and the statistics such as mean rate, peak rate and burst size, which are required in many

previous studies, can only be obtained during the lifetime of the connection. Meanwhile, when a

network operator decides to take advantage of statistical multiplexing to increase total admission,

he also takes the risk of possible over-admission and the resulting QoS degradation. For example,

there is no guarantee that all users will not transmit at SCR at the same time. To avoid this situa-

tion as much as possible, it is necessary to constantly monitor current resource usage. Therefore,

a practical CAC strategy considering the multiplexing effect should generally employ some kind

of on-line measurement.

To deal with the above problem, we now propose a CAC strategy based on estimation of actual

usage of bandwidth. The strategy can be expressed as follows:

Let Tw be a pre-defined measurement window width, and for each VC, let Ts be the time
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measurement over S1, continously 

get new bandwidth requirement 

Fig. 6: CAC algorithm based on actual usage
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elapsed since admission. Define two sets S1 = fV Cs : Ts > Twg, S2 = fV Cs : Ts < Twg, so

that S2 contains VCs for which measurements are not available.

As shown in figure 6, the network constantly monitors the actual bandwidth usage of all VCs

belonging to S1 by VB-based measurement as described in section 3.2. Again, the result is a delay-

bound vs. SCR curve. The actual VP bandwidth usage is then estimated as the SCR value that

satisfies the most stringent delay and CLR requirement of all the VCs in the VP under investigation.

For those VCs belonging to S2, the bandwidth is always estimated as the claimed SCR. Simi-

larly, the bandwidth requirement of the incoming connection request is also estimated as its SCR.

The admission criteria then becomes:

if the sum of estimated bandwidth of both VC's already admitted and the incoming request is

greater than VP bandwidth, reject the new call, otherwise the call can be accepted.

As we stated before, this kind of CAC approach can be risky and should be applied with cau-

tion. For example, in practice it is probably desirable for the network operator to set a high water-

mark of bandwidth usage (e.g., 90% of physical VP bandwidth), and use that as VP bandwidth in

the above CAC procedure.

Another open issue is the choice of measurement window Tw. Generally, a larger Tw means

a more conservative strategy, and a smaller Tw means more aggressive. Furthermore, it may be

desirable to combine results from several measurement windows. We hope a good rule can be

found through further experiments and analysis.
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5 Conclusion

In this paper, we propose a new CAC strategy for real-time VBR services in ATM networks. First,

we introduce the idea of Virtual Buffer measurement for resource usage and UPC parameters.

Then, we discuss and illustrate how to obtain accurate UPC parameters for user traffic, by em-

ploying Virtual Buffer measurement and dynamic renegotiation. The baseline (conservative) CAC

strategy is tightly couples resource allocation and UPC parameters. From this basis, we move

further to examine the possible resource gain from statistical multiplexing effects, and propose a

more aggressive CAC strategy to exploit these effects. Further work will focus on performance

characterization and implementation details.
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