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Abstract

In ATM networks,ConnectionAdmissionContmol (CAC) has
beenrecanizedas one of the mostimportant meansto pro-
vide satisfactoryquality of service(QoS)and protect the net-
work from congestion, especiallyfor supportingreal-timeser
vicessud asvoiceandvideo. An eficient CAC strategy, which
canbothguaranteethe QoSof admittedconnectionsindachieve
goodresouceutilization,thenbecomes crucial issuefor ATM
networkproviders. The conceptof a usernetworktraffic con-
tract has beenintroducedby ATM Forum. Starting from this
point, we proposea measuement-base@AC strategy. We first
discusshow to obtain an accurate description(traffic parame-
ters) of usertraffic by usingon-linemeasuemenin conjunction
with dynamicrengotiation. Theresultsshowthat the proposed
strategy is reliable and simpleto implement.\WWe thenmove on
to examinethe possibilityandmethodolgyfor exploiting the ef-
fect of statistical multiplexing in resouce allocationto achieve
highernetworkresouce utilization.

1: Intr oduction

A significantportionof traffic in future ATM-based-ISDN will
consistof real-timeservices suchasvoice, multimediaandes-
pecially video applications. Currently the serviceclassesde-
finedby ATM Forumfor theseapplicationsareConstanBit Rate
(CBR)andVariableBit Rate(VBR). However, sincemosttraffic
sourcesreintrinsically variablebit-rate, it is generallyaccepted
thatusingthe VBR classwill resultin betterinformationqual-
ity. Meanwhile,from the network provider's point of view, sup-
portingVBR servicemight meanhigherresourceutilizationdue
to the prospectof exploiting the statisticalmultiplexing effect.
Hencewe focuson VBR servicedn this paper
Anothercharacteristiof mostapplicationsof thistypeis that
they areeithernon-controllableor will suffer unacceptablgqual-
ify degradationfrom forcedrate-control.Therefore Connection
AdmissionControl (CAC) becomeghe primary methodto al-
locatelimited network resourcesn sucha way thatthe userre-
qguirementfor QoS canbe satisfied. This presentsa new chal-
lengenotfoundin traditionaltelecommunicationetworks. First
of all, available resourcegbandwidthand buffer) are fixed in
amountand limited comparedvith userdemand.On the other
hand theusertraffic is ever-changingandQoSrequirementgan
be stringent. This problembecomeseven more difficult since
sofarthereis nogenerictheoreticabnalysiamethodavailableto
modelthebehaior of traffic sourcege.g.,thelong-rangedepen-
dentvideosourcg15]) andto predictperformanceccordingly
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Sofar, numerousefforts have beenmadeto find an efficient
CAC stratgy whichincludesdeterminingeesourceequirements
for VBR traffic [3] [4] [5] [6] [7]. However, the proposed
schemesre often limited to a particularaspectof the problem
andlack a simple,genericstratgy. In this paper we try to ad-
dressthis issueby combininga variety of techniquesincluding
on-line traffic measurementynamicreneotiation, and utiliz-
ing the statisticalmultiplexing effect.

The rest of this paperis organizedas follows: Section?2
presentsaanoverview of our CAC stratgly aswell astheunder
lying network architecture. In section3, we discussthe issue
of determiningthe usertraffic descriptors.Section4 addresses
the problemof statisticalmultiplexing in CAC. Finally, section
5 draws a conclusiorfor the paper

2. An Overview of CAC Strategy

As definedby ATM Forum[9], CAC is the setof actionstaken
by the network at virtual connectionestablishmenin orderto
determinewhethera connectioncan be acceptedor shouldbe
rejected. Generally CAC hasto make the decisionbasedon
whetheror notall connectiongincluding boththe existing ones
andthenew connectionwill beableto achieve their QoS,given
limited network resources.
Pricingpolicy is alsoimportantin any CAC strateyy. Usually,

price canbebasedn eitheror both of thefollowing:

¢ Resourceallocation,which may be measuredn termsof
declaredraffic parameters.

e Actualusaggcell counts).

We take the positionthat pricing basedon bothfactorsis neces-
saryto satisfyboth usersandnetwork providers. Suchpolicies
provideincentivesfor bothusersandnetwork providersto main-
tain consistenyg betweerresourcellocationandactualusage.
A successfulCAC stratgyy should achieve a good balance
betweerthe users'desirefor QoS guaranteegconsenative re-
sourceallocation)and the network provider's desirefor max-
imum revenue (aggresaie resourceallocation). Furthermore,
it shouldbe relatively simpleto implement,suitableto a wide
rangeof traffic types,andableto dealwith time-varyingtraffic.
As partof acomprehensietraffic managemersgolution,CAC
needssupportfrom thefollowing two aspects:

¢ A traffic descriptiormethodacceptedy bothuserandnet-
work. Currently ATM forum haschosenthe GenericCell
Rate Algorithm (GCRA) asthe basisof the usernetwork
contractaswell asUsageParameteControl(UPC)param-
etersat the usernetwork interface (UNI). The basictraf-
fic parametergor VBR servicesare SustainableCell Rate



(SCR)andBurstToleranceBT). !

e An efficient underlying resource managementscheme.

Suchaschemeshouldallocateresource$o eachconnection
to guarantedts QoS,yet allow dynamicresourcesharing.
In this paper we usea bandwidthmanagementchemd1]
basedon an edge-corenetwork architectureand Weighted
Round-Robin(WRR) [10] [11] [12] cell scheduling. The
basicideacanbe expressedsfollows:

1. Partition the ATM network into VC-basededge net-
work andVP-basedcorenetwork.

2. Ensureat leastone CBR/VBR VP andoneABR/UBR
VP betweereachedge-node-paiTheVP bandwidthis
semi-permanenthallocatedbasedon long-termman-
agementonsiderations.In termsof CAC, this is the
totalamountof availablebandwidthfor thatVP.

3. Achieve both bandwidthallocationand dynamicshar
ing by usingbothVC-based/VRR attheedgeandVP-
basedNRRin thecore.

4. Throttle the traffic enteringa VP at the edge,so that
thelossanddelayin the corewill be minimal. Conse-
quently perVC bandwidthallocationattheedgewould
be enoughto guaranteeend-to-endQoS, allowing the
CAC decisionto be madeat the ingressedgewithout
requiringinformationfrom othernodes.

In this context, we proposeatwo-partCAC strat@y:

1. Choosepropertraffic descriptor{SCRandBT values)for
eachincomingconnectiorandmaintainaccuratesaluesus-
ing on-line measuremerdanddynamicrenegotiation. Note
thatasshown laterin this paper if we allocateWRR band-
width accordingto SCR,delayandlossbounds(QoS)can
thenbederivedfrom SCRandBT. ThebaselineCAC strat-
egy canthenbeexpresseds: allocatebandwidthandbuffer
accoding to SCRandBT. If suficientspare resoucesare
available the call canbeaccepted Otherwiseit shouldbe
rejected.

2. Sincethebaselinestratagy is lik ely to bequiteconserative,
the secondpart of the stratgy is to enhancehe CAC per
formance(numberof admissibleconnectionspy takingthe
statisticalbandwidthmultiplexing (enabledby WRR) into
consideration Note that propertraffic descriptorswill still
be essentiafor the succes®f thisenhancedtratey.

3: Problem1: Traffic Descriptor Selection

The (SCR, BT) traffic descriptionthat will yield zero viola-
tion for a given type of traffic is not unique. For example,
given an SCR value, there exists a BT,,;, suchthat for ary
BT > BTy, thepolicerbasedon (SCR, BT) will give zero
cell-tagging.More important, BT, itself will varywith SCR.
Clearly, thetotal numberof admissiblg SC R, BT) pairsis infi-
nite. The choiceof (SCR, BT) is importantsinceit is directly
relatedto resourceallocation(bandwidthand buffer) and QoS
(delayandlossratio).

The problemthen becomes: Given a certain delay bound
andCLR requirementdeterminghecorrespondingSCR, BT')
value that will satisfy the requirementsand yet minimize the
amountof resourceallocation. In this sectionwe proposead-
dressinghis problemby employing two key techniquesvirtual
buffer measuementandUPC parameterengotiation

1peakCell Rate (PCR) and Cell Delay Variation Tolerance(CDVT) are
also defined but the valuesfor theseare usually determinedby equipment
configurations.

3.1: Virtual Buffer Measurement

In virtual buffer(VB) measuremeri®], the virtual buffer is ac-

tually a cell counter whichincreasesy oneon cell arrival and

decreasest a presetdrain rate. The countervalueis sampled
(perhapon every cell arrival) for measuremergrocessingDe-

pendingontheprocessingechniquesyariouskind of resultscan
be obtained suchasthe maximumVB countervalueandprob-

ability of VB overflow. In practice the dataprocessingunction

shouldmaintaincurreng, for exampleby working in a sliding-

window fashion.

Theimportanceof theabove measuremerns two-fold:

1. Simulatesa FIFO with fixed servingrateequalto allocated
bandwidth providing worst-casealelayandlossestimates.

e TheVB countervalueis equalto the worst-casd-IFO
gueuelength. The maximum obsenred VB counter
valuecorrespondso the buffer sizethatwill yield zero
cellloss.

e The queuelengthin the VB obsened at cell arrival
is directly proportionalto the worst-casedelay expe-
riencedby thearrivedcell.

2. Simulatesa GCRA (leaky bucket) policer, allowing UPC
adjustments.

e SCRcorrespondso the VB drainrate,andBT to the
sizeof VB.

e TheVB overflow eventis equivalentto cell-taggingin
thecorrespondingJPCfunction.

One greatadwantageof VB-basedmeasuremens thatit is
very simpleandlow-cost. The network provider caneasily put
it atthe UNI or ary otherplaceto monitortraffic. Also it is very
flexible and canbe appliedfor mary differentpurposeswhich
we will discusdn therestof this paper

3.2: Off-Line Traffic Characterization

Givena certainkind of incomingtraffic, if we usea numberof
VBs with differentdrainrates(SCR)in parallelandrecordthe
maximumdelayfor eachSCR,the resultwill beadelay-bound
vs. SCRcurwve, which is animportantcharacteristiof this traf-
fic. If thecurveis alreadyknown, the network provider canthen
easilydetermineGCRA parametersndresourceallocationby
picking an SCR/BT pair that satisfiesthe users delay require-
ment.

Unfortunatelythe exactcurve generallycannot obtainedun-
til a connectionis admittedto the network. However, sincethe
curveitself is animportantcharacteristiof the particulartraffic
type,theresultmeasuredrom pre-sampledracefiles cansene
asa guidelinefor usernetwork traffic contractduringtheinitial
CAC.

Sinceit is commonlybelievedthatdigital videotraffic will be
a significantportion of VBR traffic in B-ISDN, we have exam-
ineda numberof video samplesincludingboth MPEG-I coded
and JPEGcodedtraces for the above purpose.The resultsare
shavn in figures1 - 5. In all thesefigures,we have assumed
aframe-level “bursty” sourcej.e., the sourcesggmentsa whole
video frame and transmitsthe resultingcells at very high link
rate(OC-3,o0r 155Mb/s).

Theresultasshavn in figure 1 is acquiredby measuringa 2-
hour MPEG-I videotrace(the movie “Star Wars”, from BELL-
CORE).Therearefour curves,representing LR requiremenbf
0 (noloss/taggincghappens)10~>, 10~* and10—2 respectrely.
The most striking featureis that a sharpkneeis presentin all
four curves. This seemdo be a universalcharacteristicsince
we obseredthe samefeaturein all our experimentsTheimpli-
cationis thatthereexists a bandwidththresholdoperationpoint
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Figure 1. SCR-Delay relationship: different CLR
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Figure 2. Comparison with Equivalent Bandwidth: MPEG
Star Wars

belon which the delay and buffer requirementare very sensi-
tive to bandwidth but abore which the delayandbuffer require-
mentchangefittle. Thenaturalchoiceof operationabandwidth
is then someavhereabove, yet “safely” closeto the threshold.
Thoughtheexactthresholdvaluewill dependonthetypeof traf-

fic, notethatthethresholdbandwidthfor thisvideotraceis much
lowerthantheoften-suggestepacedeakrate(maximumframe
sizedividedby frameinterval) of 4.90/b/s despitethe factthat
we have useda very bursty source.

We canalsoseethatthe bandwidthrequiremenvaries,some-
timesconsiderablywith differentCLR requirementskFor exam-
ple, the thresholdbandwidthdropsalmost30% whenthe CLR
requirementhangesrom 10~ to 103,

To furtherinvestigatehebandwidthrequirementor thevideo
sources,we comparethe resultsobtainedfrom VB measure-
mentwith thoseobtainedby the well-known EquivalentBand-
width (EBW) [13] [14] method. Basedon an on-off fluid flow
model, the EBW methodestimateghe bandwidthrequirement
from meanburstlength,meanbit rate,peakrate,buffer size,and
CLRrequirementln ourexperimentspurstlengthsandratesare
measuredrom thetracefiles, andthe delayboundis considered
asthehbuffer sizedivided by theresultingbandwidth.

As shawn in figure 2, for the same"Star Wars” MPEGtrace,
thebandwidthestimatiorby the EBW methods closeto thatob-
tainedby VB measurement&henthe delayboundis lessthan
100 ms. For larger delaybound,the EBW methodtendsto un-
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Figure 3. Comparison with Equivalent Bandwidth: JPEG
TV program
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derestimatehe bandwidthrequirementonsiderably Figure 3
shaws a similar comparisorusinga JPEGencodedTV broad-
castprogramtrace.Herethe EBW methodalwaysoverestimates
the bandwidthrequirement.However, in othercasesot shavn
dueto spacdimitations, we have alsoobsenedthat EBW can
underestimatbandwidthcomparedo VB measuremenfThese
resultsare further evidencethat the bandwidthrequiremenfor
VBR traffic generallycannot be obtainedfrom currently exist-
ing traffic models.

Figure 3-5 are all basedon sequentialPEGencodedvideo.
All video samplesare obtainedby recording100 minutes of
broadcasfTV programs. The samplingand encodingis done
usingthe SunMdeovideosystemon SUN SFARC workstations.

In figure 4, we examinethe sensitvity to differentencoding
quality (Q40is lower quality than Q50). The resultis just as
expected:the bandwidthrequiremenfor the sameQoSrisesas
the encodingquality getsbetter However, the shapeof curve
remainsthe same which meanshe effect of varying encoding
qualityis generallypredictable.

Finally, in figure5, we illustratethe sensitvity to theprogram
content. Generally therecanbe considerablevariation caused
by programcontent. As a result,the network operatoranduser
may have to chooseheworst-caseurve (therightmostone)for
initial CAC decisionssinceneitherof themarelikely to have an
accurateestimationof the precisecontentof traffic. However, it
is possiblethat more in-depthand systematicstudywill reveal
somegenerabrincipleregardingthis case.
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3.3: UPC Parameter Renegotiation

Althoughresultsacquiredfrom representie tracefiles canpro-
vide a startingpoint for the usernetwork traffic contract,more
accurateknowledgecanonly be obtainedduring the connection
by usingVB-basedmeasurememnn-line. Oncethe bettertraf-
fic estimationis obtaineda rengyotiationis necessaryo change
the UPC parametersiccordingly For example,if currentUPC
parameter¢andhencethe allocatedresource)js morethannec-
essaryto guarante€oS, it is beneficialto both user(lower re-
sourceallocationcost)andnetwork (higherpotentialusagerev-
enuefrom otherconnectionsjo changet to alower setting.
Generallytherearetwo kindsof renegyotiationscenarios:

Userinitiated renegotiation Basedontheknowledgeof future
traffic or usersidemeasurementgusermayinitiatearene-
gotiation procedure.If the new setof UPC parametere-
quiresadditionalresourcethe network will decidewhether
to acceptthe requestaccordingto currently available re-
sourcepsingasimilarprocedurestheonefor initial CAC.
If lessresourcas demandedtherequestanalwaysbeac-
cepted.

Network-initiated renegotiation In this case, the network
keepstrack of actualresourceusageof usertraffic andini-
tiatesarengyotiationatanappropriatdime.

In this paperwe mainly focuson the latter case.However, it
shouldbekeptin mindthat,in eithercasejt is upto theuserto
malke thefinal decisiorwhetherto adaptto nev UPCparameters
or not, especiallywhenthe nev UPC parametersneanlower
SCR.Oncethe useragreedo lower his SCR(e.g.,in exchange
for lower price), he takestherisk thatthe network may allocate
thecorrespondingesourceo otherusersandhemaynotbeable
to getit backin casehe needsit in the future. Givenall those
considerationsye proposehefollowing network-initiatedUPC
rengyotiationprocedure:

1. Initial stage:therearetwo optionsin this stage:

Option 1: user specifiesa generaltraffic type (e.g., a
MPEG encodedvideo) aswell asdelayand CLR re-
quirements.The network thenlooks into the trace-file
databaseandsuggests safesetof UPCparameterfor
theuser who mustgive final approal.

Option 2: theuserspecifiedJPCparameterdirectlywith-
outconsultingthe network.

2. Thenetwork continuouslymonitorsthetraffic submittedoy
the user(by doing VB-basedmeasurement@ndgenerates
new referencdJPC parameterperiodically Thelengthof
perioddepend®n the natureof the particulartraffic.

Traffic Type MPEG-1 | MPEG-1 | JPEGvideo | JPEGvideo
Number 6 6 6 6
of Sources

Delay 100 50 100 50
Bound(ms)

> SCR 10.2 19.9 69.5 73
(Mbps)

Multiplexed 5.72 11.5 44.4 46.3
(Mbps)

Multiplexing 44% 42% 36% 37%
Gain

Table 1. Statistical Multiplexing Gain on Video Sources

3. The network thenchecksthe currently available resource.
If thenew UPC parametersanbe guaranteedhe network
theninitiatesreneyotiationby sendingthe suggestedJPC
parameterso the user Otherwiseno rengyotiationshould
be started. Otherusefulinformation, suchascurrentcell-
taggingratio, couldalsobe provided.

4. The user then evaluatesthe suggestedJPC parameters
againstforeseeabléuture usageandcostimplications,and
decideswvhetherto accepthe new traffic contract.

4: Problem?2: Dealingwith Statistical Multiplex-
ing Effect

While the CAC approachthat relatesthe traffic descriptordi-
rectly to resourcerequirementsloesprovide QoS guarantees
for admittedconnectionsit ignoresa greatadvantageof ATM
networks, statistical multiplexing. Actually, supportedby a
bandwidth-sharingchemesuchasWRR, it is possibleto reduce
thetotal amountof requiredbandwidthconsiderably

Tablel shavs someresultsof videosourcemultiplexing. The
sourcesusedhereare six 20 minute sggmentstaken from the
movie “Star Wars”, either MPEG-1 or JPEG encoded. The
fourth row is the sum of SCRscorrespondingo the required
delay bound. The fifth row is the total bandwidthrequiredto
achieve the samedelayboundafter the traffic from the sources
is multiplexed usingWRR. The multiplexing gainis definedas
(3 SCR — MultiplexedBW)/ > SCR. Clearly thereare
significantmultiplexing gainsregardlesf delayrequirements,
evenif thetotal numberof sourceds relatively small. Further
more,mary studieg6] [7] show that,for MPEG video sources,
whenthe numberof multiplexed sourcesncreasesthe aggre-
gatedbitrate distribution becomesnore Gaussiarand narrow.
As a result,the aggregatedpeakrate tendsto get closerto ag-
gregatedmeanrate,andthe effect of statisticalmultiplexing be-
comesevenmoresignificant.

However, in reallife a VP will probablycarry mary kinds of
traffic with greatly-\aryingcharacteristicandthestatisticssuch
asmearrate,peakrateandburstsize, whicharerequiredn mary
previousstudiescanonly be obtainedduring the lifetime of the
connectionMeanwhile whenanetwork operatodecidego take
adwantageof statisticalmultiplexing to increaseotal admission,
he alsotakestherisk of possibleover-admissiorandthe result-
ing QoSdegradation.For example thereis no guaranteghatall
userswill nottransmitat SCRatthesameime. To avoid this sit-
uationasmuchaspossiblejt is necessaryo constantlymonitor
currentresourcaisage ThereforeapracticalCAC stratgy con-
sideringthe multiplexing effect shouldgenerallyemploy some
kind of on-linemeasurement.

To dealwith theabove problemwe now proposea CAC strat-
egy basedn estimatiorof actualusageof bandwidth.Thestrat-
egy canbeexpresseasfollows:



Start VB-based measuremen
over S1, continously get new
bandwidth requirement of S1

|
L

[New connection reques}

(SCR, BT)

v
BW1 = current bandwidth requirement of |S1

BW2 =% SCR
s2

BWreq = BW1 + BW2 + SCR

Figure 6. CAC algorithm based on actual usage

Let T, be apre-definedneasuremenwindow width, andfor
eachVC, let T bethetime elapsedinceadmission Definetwo
setsS; = {VCs:Ts > Ty}, So ={VCs: Ty < Ty}, sothat
S5 containsVCs for which measurement@renot available.

As shawn in figure 6, the network constantlymonitorstheac-
tual aggrgatebandwidthusageof all VCs belongingto S1 by
VB-basedmeasuremerdsdescribedn section3.2:. Again, the
resultis adelay-boundss. SCRcurve. TheactualVP bandwidth
usageis thenestimatedasthe SCRvaluethat satisfieghe most
stringentdelayand CLR requiremenbf all the VCs in the VP
underinvestigation.

For thoseVCs belongingto S,, the bandwidthis alwaysesti-
matedastheclaimedSCR.Similarly, thebandwidthrequirement
of theincomingconnectiorrequests alsoestimatedasits SCR.
Theadmissiorcriteriathenbecomes:

if the sumof estimatedcbandwidthof both VCs already ad-
mittedand the incomingrequestis greaterthan VP bandwidth,
rejectthenew call, otherwisethecall canbeaccepted.

As we statedbefore,this kind of CAC approactcanbe risky
andshouldbeappliedwith caution.For example,in practiceit is
probablydesirablefor the network operatorto seta high water
markof bandwidthusaggle.g.,90% of physicalVP bandwidth),
andusethatasVP bandwidthin theabose CAC procedure.

Anotheropenissueis the choiceof measuremenindow T,,.
GenerallyalargerT,, meansamoreconserative stratgy, anda
smallerT,, meansmoreaggressie. Furthermoreijt may be de-
sirableto combineresultsfrom several measuremenwindows.
We hopea goodrule canbe found throughfurther experiments
andanalysis.

5: Conclusion

In this paperwe proposeanew CAC stratgy for real-timeVBR
servicesn ATM networks. First, we introducethe ideaof Vir-
tual Buffer measurementor resourceusageand UPC param-
eters. Then, we discussand illustrate how to obtain accurate
UPC parameterdor usertraffic, by emplgying Virtual Buffer
measuremerdanddynamicrenegotiation. The baselinglconser
vative) CAC stratey is tightly couplesresourceallocationand
UPC parametersFromthis basis,we move furtherto examine
the possibleresourcegain from statisticalmultiplexing effects,

andproposea moreaggressie CAC stratgy to exploit theseef-
fects. Furtherwork will focuson performancecharacterization
andimplementatiordetails.
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