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                                                                                                                        Abstract 
 
 
 A receiver monopole antenna array is designed for use in a sense-and-avoid radar for use 

in the Cessna C-172 and small Unmanned Aerial Vehicles (UAVs). This three element array is 

used for range, radial velocity and azimuthal angle calculations. After modeling and simulating 

it, the array is designed, implemented and finally tested in an anechoic chamber. These results 

are compared to both simulation and theoretical results. Since this array was designed to face 

harsh weather conditions, a protective dome made with ABS plastic is designed to cover it. The 

simulated effects of this dome on the array’s radiation pattern are analyzed and compared to the 

array’s pattern without the dome. 

 This fabricated array has a center frequency of 1.4454 GHz and has good reflection 

coefficient and coupling levels over the range of frequencies tested (1.35 to 1.5 GHz). The 

maximum gain of its elements varies between 0 and 2.2 dBi for this frequency range.  
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Chapter 1: 
                                                                                                                 Introduction 
 
 
1.1 Project Motivation  
 
 
1.1.1 Multichannel Sense-and-Avoid Radar for UAVs 
 
 The use of UAVs today is an area that is far from being fully explored. Primarily used for 

military purposes, but also for civil applications such as firefighting, policing, and general 

security application, UAVs offer the chance to perform various tasks without putting human lives 

in immediate danger. Using Remote Control (RC), UAVs can oversee large areas as long as it is 

within eyesight of its controller. Once it falls out of sight, different problems occur such as the 

possibility of other moving airborne objects hitting it or a collision with power towers, lines, 

skyscrapers, and other non-moving objects. From this fact, comes the main motivation for this 

project. With a reliable way to sense and avoid these obstacles, the range of applications for 

UAVs is dramatically increased as they become more independent of the controller and can, 

therefore, reach areas that were once unreachable. After an obstacle is detected, the data are 

processed, and ultimately sent to the UAVs auto-pilot, which takes care of the avoidance of the 

obstacle. This represents a tremendous advance when compared with the relatively short distance 

applications that are currently in place. 

 
1.1.2 Multiple Antennas to Account for Multiple Measurements 
 
 The motivation to use a Multichannel Radar in this project comes from the fact that 

various measurements need to be taken to correctly sense and avoid incoming obstacles. The first 

and most important required measurement is range. Once an approaching object reaches a range 

of 1 Nautical Mile (1852 m) to the UAV, the Radar needs to be able to detect its presence. The 
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second measurement taken is radial velocity. The motivation behind the need to take this 

measurement is that it is necessary to know how fast the approaching object is coming towards 

the UAV, since not all the detected objects will be stationary. The third and fourth required 

measurements are elevation and azimuth angles. These two measurements together with range 

give the exact 3-D location of the approaching object. The need for these four measurements 

determines the amount of receiver channels needed: a minimum of four. As will be explained 

further, for a greater ease in the antenna array manufacturing process, five receiving channels 

will be used in this project. 

 
 
1.2 Background of Antenna Theory  
 
 
1.2.1 S Parameters 
 
 Scattering parameters (or S parameters) can be used to represent the port characteristics 

of RF circuits. The number of S parameters depends on how many ports the circuit has. An n-

port circuit has an n x n S parameter matrix: 

൥
ଵଵݏ ⋯ ଵ௡ݏ
⋮ ⋱ ⋮
௡ଵݏ ⋯ ௡௡ݏ

൩	

 
 From this matrix, each S parameter can be expressed in terms of the ratio of an outgoing 

and incoming voltage phasor [1]. 

ଵଵݏ ൌ 	
ଵܸ
ି

ଵܸ
ା  ݄݀݁ܿݐܽ݉	݁ݎܽ	ݏݐݎ݋݌	ݎ݄݁ݐ݋	݈݈ܽ	݄݊݁ݓ	

  ( 1.1 ) 

 

ଵ௡ݏ ൌ 	
ଵܸ
ି

௡ܸ
ା  ݄݀݁ܿݐܽ݉	ݏ݅	1	ݐݎ݋݌	݄݊݁ݓ	

  ( 1.2 ) 
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௡ଵݏ ൌ 	
௡ܸ
ି

ଵܸ
ା  ݄݀݁ܿݐܽ݉	ݏ݅	݊	ݐݎ݋݌	݄݊݁ݓ	

  ( 1.3 ) 
 

௡௡ݏ ൌ 	
௡ܸ
ି

௡ܸ
ା  ݄݀݁ܿݐܽ݉	݁ݎܽ	ݏݐݎ݋݌	ݎ݄݁ݐ݋	݈݈ܽ	݄݊݁ݓ	

  ( 1.4 ) 
 
 
 The terms in the main diagonal of the S matrix represent the reflection coefficients (߁ሻ of 
each port [2]. 
 

߁ ൌ 	
ܸି

ܸା
ฬ ݖ ൌ 0 

  ( 1.5 ) 
 
 
 All other terms in the S matrix represent the coupling waves from one port to the other. 

For reciprocal networks, the smn terms are equal to the snm terms (where m is not equal to n) [1]. 

 Other properties can also be obtained from the smn and snm parameters. These include the 

complex linear gain, scalar linear gain and scalar logarithmic gain [3]. 

 
Complex linear gain: 
 

ܩ ൌ 	  ௠௡ݏ
  ( 1.6 ) 
 
Scalar linear gain: 
 

|ܩ| ൌ 	   |ଶଵݏ|
 (1.7 ) 
 
Scalar logarithmic gain: 
 

݃ ൌ ݋20݈ ଵ݃଴|ݏଶଵ|	݀ܤ 
 ( 1.8 ) 
 
 
1.2.2 Z Parameters 
 
 The Impedance parameters (or Z parameters) of a network are directly related to its S 
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parameters. The relationship between the port currents, port voltages and the Z-parameter matrix 

[4] is given by 

൥
ଵܸ
⋮
௡ܸ

൩ ൌ 	 ൥
ܼଵଵ ⋯ ܼଵ௡
⋮ ⋱ ⋮
ܼ௡ଵ ⋯ ܼ௡௡

൩ ൥
ଵܫ
⋮
௡ܫ
൩ 

  ( 1.9 ) 
 
where 
 

ܼ௠௡ ൌ 	
௠ܸ

௡ܫ
ฬ ௞ܫ ൌ ݇	ݎ݋݂	0 ് ݉	ሾߗሿ 

 
 
 The Z parameters in the main diagonal of the matrix above are the input impedances of 

port N when all other ports in the network are open circuited [5]. 

 One can determine the Z parameters from the S parameters using the following 

relationships: 

 
ሾࢆሿ ൌ െܼைሾሾࡿሿ െ ሾࡵሿሿି૚ൣሾࡿሿ ൅ ሾࡵሿ൧ሾࢹሿ 

  ( 1.10 ) 
 
where I is the identity matrix. 

 There are at least three reasons why it might be desirable to use S parameters instead of Z 

parameters at high frequencies: 

(1) Measuring the Z parameters of a network requires open circuits at the ports. Many 

devices will have parasitic oscillations when a port is open circuited. This does 

not happen as often when matched loads are used. 

(2) It is easier to measure traveling voltage waves than total voltages. Therefore, the S 

parameters have a more natural representation at higher frequencies. 

(3) S matrices have mathematical properties that make them easier to work with [6]. 

 



14 
 

1.2.3 Gain and Radiation Pattern 
 
 Power gain (Gg(θ,Φ)) is defined as [7]: 
 

,ߠ௚ሺܩ ሻߔ ൌ
,ߠሺܷߨ4 ሻߔ

௜ܲ௡
 

  ( 1.11 ) 
 
 
where U(θ,Φ) is the antenna's radiation intensity and Pin is the input power of a lossless reference 

antenna (usually an isotropic radiator) equal to: 

 
௜ܲ௡ ൌ ߨ4 ௥ܷ௘௙	ሾܹሿ 

  ( 1.12 ) 
 
 
 The maximum power gain of an antenna is simply its gain in the direction where U is 

maximized. An antenna's 3-D radiation pattern is formed by determining its gain over all azimuth 

angles (0 < Φ < 2π) and all elevation angles (0 < θ < π). For a 2D radiation pattern, one of the 

two angles (Φ or θ) is held constant while the other one varies. 

 
1.2.4 Monopoles 
 
 Dipole and monopole antennas share many similarities. First, they are both vertically 

polarized. Second, their radiation pattern in the azimuth plane is symmetric and identical in 

shape over 360º. Third, their radiation pattern in the elevation plane where z > 0 (above the 

ground plane) is also identical. Finally, their bandwidth is ~ 10% of their center frequency. 

 Still, there are also differences between the two that would determine the choice of one 

over the other. First, dipoles are usually twice as long as monopoles. While dipoles are usually a 

half wavelength (λ/2 or, more precisely, 0.475λ) long, monopoles are a quarter wavelength (λ/4) 

long with a conducting ground plane, which essentially replaces the other half of the dipole and 

makes their radiation pattern above the ground plane identical. This concept can be better 
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visualized in Figure 1.1. 

 

 
Fig. 1.1: Comparison between a monopole and a dipole. 

 
 

 The second main difference between dipoles and monopoles is that the radiation pattern 

of a monopole under the ground plane (z < 0) is severely attenuated. If the ground plane was 

infinite and ideal, the radiation pattern below the ground plane would be zero, but in the real 

world, perfect ground planes are impossible to be achieved, so there will still be some radiation. 

Third, the maximum gain of these two types of antenna are also different. For dipoles, 2 dBi at 

the z = 0 plane is typically the maximum gain. For monopoles, the typical maximum gain ranges 

from 2 to 6 dBi slightly above the z = 0 plane. Finally, the input impedance of half wavelength 

dipoles is Zin ≈ 73 + j0 Ω while the input impedance of a quarter wavelength monopole is half of 

that, or  Zin ≈ 36.5 + j0 Ω [8]. 

 

1.3 Background of Radar Theory  

 
1.3.1 Range and Range Resolution Determination 
 
 Continuous wave (CW) radars use a technique called frequency-modulation (FM) ranging 

to determine a target's range. In this technique, the frequency of the transmitted wave is varied 
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linearly and the range is determined by first finding the lag in time between the transmitted 

signal and the received echo [9]. This can be better visualized in Figure 1.2. 

 

 
Fig. 1.2: Frequency Modulation concept used to determine range. 

 
 

where Δf is also known as the beat frequency and k is the wavenumber (k = 2 π/λ). 
 
 To summarize, the range R is given by Equation 1.13: 
 

ܴ ൌ
ܿ
2
	ሾ݉ሿ	ݐ

  ( 1.13 ) 
where t is time. 
 
 Range Resolution (ΔR) in FMCW radars is related to the bandwidth, as shown in 

Equation 1.14: 

 

∆ܴ ൌ
ܿ
ܤ2

	ሾ݉ሿ 

  ( 1.14 ) 
 
where c is the speed of light and B is the bandwidth [10]. 
 
 
 
1.3.2 Radial Velocity Determination 
 
 Radial velocity in FMCW radars is measured using the concept of Doppler shift. The 

relative motion between the radar's antenna and its target is what creates this Doppler shift in the 
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received signal frequency. After determining range, the phase of the backscattered wave relative 

to its phase is 

ߔ ൌ െ2ܴ݇ ൌ െ2ߨ
2ܴ
ߣ
	ሾ݀ܽݎሿ 

  ( 1.15 ) 
 
where k is the wavenumber and λ is the wavelength. 

 Since the Doppler frequency shift is the derivative of phase with respect to time and the 

derivative of range with respect to time is equal to the radial velocity, the following relationship 

is achieved 

஽݂ ൌ െ
௥ݒ2
ߣ
	ሾݖܪሿ	

  (1.16 ) 
 
where vr is the radial velocity (m/s) and a negative vr means a decreasing range and a positive vr 

means an increasing range. 

 Finally, the radial velocity vector vr can be determined if the position, P, and the relative 

velocity, v, of both the radar and the target are known. Using Figure 1.3 

 

 
Fig. 1.3: Instantaneous path and velocity of a radar and a target. 

 
and Equation 1.17 for v, 
 

࢜ ൌ ࢜௥௔ௗ௔௥ െ ࢜௧௔௥௚௘௧	ሾ݉/ݏሿ 
  ( 1.17 ) 
 
the radial velocity is simply the dot product of the range vector, R, and v, or 
 

࢜௥ ൌ ሬ࢜ሬԦ ∙  ሿݏ/ሾ݉	෡ࡾ
  ( 1.18 ) 

vRadar vTarget

PRadar
PTarget

RRadar path

Target path
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where ࡾ෡ is the unit vector [11]. 
 
 
 
1.3.3 Azimuth Angle-of-Arrival (AoA) Determination 
 
 When a transmitted wave hits a target, is reflected, and eventually reaches the receiver 

antennas, the reflected wave arrives at each element of the array with a specific phase (Ψ). Using 

the difference in phase (δ) between two elements in the array that are in the same horizontal 

plane, the azimuth AoA (θazimuth) can be determined using Equation 1.19: 

஺஻ߠ ൌ ଵିݏ݋ܿ ൬
஺஻ߜߣ
݀ߨ2

൰ ሾ݀ܽݎሿ 

  ( 1.19 ) 
 
where d is the baseline between the two elements in the array.  

Having an array of at least three elements yields two arrival angles, which eliminate any 

ambiguity that is created by the fact that, on a given plane at a certain range, an arrival angle 

yields two possible target locations. This concept is shown in Figure 1.4 [12]. 

 

  
Fig. 1.4: AoA ambiguity created by a phase difference. 
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1.3.4 Elevation AoA Determination 
 
 Determination of the elevation AoA (θelevation) is very similar to the determination of the 

azimuth AoA. The concept is the same, except that there is a problem with the three elements in 

the array lying in the same plane, as far as reaching a non-ambiguous elevation angle: there is 

still an ambiguity in the out-of-plane angle. This is shown in Figure 1.5. 

 

 
Fig. 1.5: Three equi-range paths formed by three elements on the same plane. 

 
 

 To eliminate this ambiguity, a fourth element is needed in a plane different than the plane 

of the other three elements. In other words, the fourth element needs a height offset from the 

other three elements. This extra step eliminates all ambiguities in θelevation [12]. 

 
 
1.4 Requirements and Challenges 
 
 
1.4.1 +/- 15° Elevation Coverage 
 
 The chosen receiver antennas need to cover at least 30 degrees (+/- 15° from the horizon) 

in the elevation plane. This ensures that an object approaching the radar from this elevation angle 

range gets detected by the receiver antennas. It also means that the chosen antenna for elevation 
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angle measurement needs to have a good gain for at least this range of angles. This can be a 

challenge depending on what antenna type is chosen. 

 
 
1.4.2 ~360° Azimuthal Coverage 
 
 The chosen receiver antennas need to have an azimuthally symmetric coverage over 360°. 

This means that some more directional antennas that do not satisfy this condition can be ruled 

out. Also, this requirement ensures that an object approaching the radar from any azimuthal 

direction will be properly detected.  

 
1.4.3 ~3° Azimuthal AoA Resolution 
 
 In order to perform an accurate phase comparison between two elements so that θazimuth 

can be correctly calculated, the phase of each element needs to be measured at least every 3°. 

This means that, when calculating the phase over the 360° around an element in the anechoic 

chamber, at least 120 measurements for each element need to be taken. 

 
 
1.4.4 1/125 NM Range Resolution 
 
 This radar's ΔR needs to be smaller than 1/125 NM. In meters, this is equivalent to a ΔR 

of 14.816 m. Using Equation 1.14 for ΔR in section 1.3.1, it is possible to determine the antenna 

bandwidth (B) that is required for this ΔR. After substituting the required ΔR into the equation, a 

bandwidth requirement of at least 10.1 MHz is achieved. 
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Chapter 2: 
                                                                        On Receiver Monopole Antenna Array 
 
 
2.1 Overview 
 
 From the theory exposed in Chapter I, it is possible to determine the requirements for the 

three element receiver antenna array. These requirements also apply for the element(s) 

responsible for the elevation AoA measurements. All the elements need to have a good maximum 

gain, be azimuthally symmetric, have an element spacing of no more than λ/2 and have a 

frequency range that covers 1.4454 +/- .005 GHz. With these requirements in mind, three 

different antenna types were considered and will be further analyzed: scanning antennas, dipole 

antennas and monopole antennas. 

 
 
2.2 Antenna Selection 
 
 
2.2.1 Scanning Antennas 
 
 There are two types of scanning antennas: mechanically steered scanning antennas and 

electronically steered array antennas (ESAs). ESAs are mounted in a fixed position in the radar 

and have their beams steered by controlling the phase of the waves transmitted and received by 

each radiating element [13]. Both were considered for this project since they satisfy all the four 

main requirements expresses in section A of this chapter. Their maximum gain could even be 

greater than the other less complex antenna type options depending on what antenna type was 

chosen for this scanning antenna array. For example, if parabolic antennas were chosen in a 

mechanically steered antenna array, their maximum gain could potentially be 25 dB greater than 

a monopole's maximum gain, and 28 dB greater than a dipole's maximum gain [14]. The 

problems with choosing a scanning antenna array are that not only they increase the complexity 
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of the system, giving it a higher probability for errors, but they are also much more expensive 

than dipoles or monopoles. Also, scanning arrays will probably have a greater weight than dipole 

or monopole arrays, and in aviation that is a big consideration. For these three reasons, a 

scanning array was rejected. 

 
 
2.2.2 Dipoles 
 
 The next antenna type considered for the receiver array was the half wavelength dipole. 

They are very simple, non-expensive antennas that also satisfy all the requirements in section A 

of this chapter. Their maximum gain (nominally 2.15 dBi) is obviously not as good as what it 

would be if a scanning antenna array was used [15]. A second problem is that, at the center 

frequency used in this project (1.4454 GHz), a wavelength is ~ 20 cm. This could pose problems 

since the half wavelength dipoles would need to be placed on the plane with a vertical orientation 

and it is not the best aerodynamic option to have a structure longer than 10 cm coming out of the 

UAV. Therefore, a different option that improves these two requirements must be searched. 

 
 
2.2.3 Monopoles 
 
 A quarter wavelength monopole array was determined to be the best option for this 

project. It satisfies the four requirements from section A of this chapter and offers two very 

important improvements from the dipole option. First, the maximum gain of a monopole is 3dB 

over the maximum gain of a half wavelength dipole (nominally 5.15 dBi) [16]. Second, the 

length of a monopole is half as long as the length of a dipole. Since the center frequency used is 

1.4453 GHz, the wavelength is 20.75 cm. This would make the half wavelength dipoles (actually 

0.475λ dipoles) to be 9.86 cm and a quarter wavelength dipole to be half of that, or 4.93 cm. The 



23 
 

downside of this option is that the monopole array needs a ground plane with a radius of at least 

λ/4. The bigger the ground plane, the better the array's radiation pattern, so a ground plane with a 

radius of 11.22 cm was chosen [17].  

 
 
2.3 Modeling and Simulation 
 
2.3.1 Overview 
 
 A monopole array using 4.9-cm long monopoles and an 11.22-cm radius ground plane 

was modeled and simulated in ANSYS' software HFSSTM. Lumped ports were used as the 

monopole feeds, copper was chosen as both the monopole and ground plane material, and the 

whole array was placed in a radiation box. The separation between the monopoles and the 

ground plane was set to 1.34 mm of FR-4 material and the thickness of the monopoles was set to 

0.034 mm (these dimensions are chosen according to the FR-4 sheets available in the University 

of Kansas' EECS Shop). The final model with the three monopoles numbered is shown in Figure 

2.1.  

 

 
Fig. 2.1: HFSSTM model of three-element array with numbered elements. 
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2.3.2 Expected Results 
 
 As mentioned in section B of this chapter, the maximum gain of each monopole element 

should be 5.15 dBi at an elevation angle slightly less than θ = π/2. The actual maximum gain is 

going to be a little less than this theoretical value of 5.15 dBi due to system losses and 

inaccuracies. The radiation pattern should also be azimuthally symmetric and have a significant 

decay at θ > π/2. The reflection coefficient of all three elements should have a matching s11, s22 

and s33 vs frequency curve and the lowest value at the system's center frequency. The coupling of 

all three elements should also have a matching s12, s21, s13, s31, s23 and s32 vs. frequency curve and 

a low value (less than –10 dB) at the system's center frequency. The coupling should still be low 

for a frequency range of at least 10% of the center frequency, since that is the bandwidth of a 

quarter wavelength monopole [14]. 

 
 
2.3.3 Z Parameter Results 
 
 The first result extracted from the model's simulation was its impedance matrix at 1.44 

GHz. This matrix is shown in Figure 2.2. 

 
Fig. 2.2: Impedance matrix for the three elements at the center frequency. 
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 This matrix shows that the input impedance of the three elements (z11, z22, z33) is well 

matched to a port with a characteristic impedance (Zo) of 50 Ω at this frequency. The good 

match is determined by the fact that these three parameters have a real part that is very close to 

50 Ω and an imaginary part that is close to zero. This ultimately means that a matching network 

is not required for this array. 

 
 
2.3.4 Reflection Coefficient and Coupling Results  
 
 The next results analyzed are the reflection coefficients (s11, s22 and s33) and coupling 

parameters (s12, s21, s13, s31, s23 and s32) over frequency. Figure 2.3 shows the three reflection 

coefficients over a 400 MHz frequency range (from 1.2 to 1.6 GHz). 

 

 
Fig. 2.3: Reflection coefficient vs. frequency for the three elements. 

 
 

 The first thing to notice about these curves is that they are almost overlapping, which is 
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ideal. The second important thing to notice is that the curves have a minimum value of ~ -32 dB 

at around 1.45 GHz. This is also good since the reflection coefficients should be as small as 

possible at the center frequency.  

  Figure 2.4 shows the six coupling parameters of the array over a 400 MHz frequency 

range (from 1.2 to 1.6 GHz). 

 

 
Fig. 2.4: Coupling vs. frequency for the three elements. 

 
 
 The important thing to notice is that all coupling curves have an almost perfect overlap 

over each other, meaning the network is reciprocal, all the elements dimensions are the same for 

the three elements and the distances between each other are also the same. It is also important to 

notice that the coupling level for all the curves is ~ -14.8 dB for the center frequency used in the 

array and these levels remain below -10 dB for at least the frequency span shown in this window. 
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2.3.5 Radiation Pattern Results 
 
 Determining the radiation pattern of the array required a few more steps than the previous 

results. First, the array was modified to be only one element located in the origin, instead of the 

three elements. All other parameters were kept the same. Once this monopole was determined to 

have a satisfactory radiation pattern, the pattern of the whole array could be determined. Figure 

2.5 shows a Φ = 0° cut of the radiation pattern at 1.4454 GHz of the single monopole with the 

ground plane.  

 

 
Fig. 2.5: Elevation radiation pattern for 1 monopole.  

 
 

 This pattern shows a maximum gain of ~2 dBi at θ = 60°. It also shows an attenuation for 

90° < θ < 180° because of the ground plane. Finally, it also shows a null at θ = 0° and θ = 180°. 

All these characteristics agree with theory, so the next step is to use the original array and 

measure the radiation pattern of each element separately. While the element being analyzed is 

excited, the other two elements in the array are terminated with 50 Ω loads. By repeating the 
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process for the three elements, the three radiation patterns can be determined. The following two 

figures show two of these 3-D radiation patterns. In Figure 2.6, element 2 is being excited and in 

Figure 2.7, element 1 is being excited. 

 

 
Fig. 2.6: 3-D radiation pattern for element 2. 

 

 
 

Fig. 2.7: 3-D radiation pattern for element 1. 
 
 
 In these figures, it can be noted that at θ = 90° (the ground plane level), the pattern has a 

higher gain at the azimuth angle where the excited element is at. The gain is between 4 and 5 dBi 

at this point (in accordance to theory). At the azimuth angles where the 50 Ω terminated elements 



29 
 

are located at, a slight gain attenuation can be noted. The gain at these points is between 1 and 2 

dBi. This is expected since, even though the other two elements are not being excited, they still 

interfere with the pattern of the element being excited. Finally, it is important to note that the 

pattern is also attenuated for 90° < θ < 180° because of the ground plane and that the θ = 0° null 

is slightly offset since the element being excited is no longer in the origin.  Azimuthal and 

elevation 2-D radiation patterns of element 1 are now included in order to have a better 

visualization of the exact gain levels on these two planes. Figure 2.8 is its azimuthal radiation 

pattern with θ = 90°. Figure 2.9 is its elevation radiation pattern with Φ = 0°. 

 
 

Fig. 2.8: Azimuthal radiation pattern for element 1. 
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Fig. 2.9: Elevation radiation pattern for element 1. 

 
 
 Notice on the azimuthal radiation pattern that the gain is higher at the azimuthal angle 

where the element is closest to (Φ = 0° for element 1) and that at this angle, the gain is ~4.6 dBi. 

Notice on the elevation radiation pattern that the gain is severely attenuated for 90° < θ < 180° 

and that the maximum gain occurs at θ = ~90° with a gain of ~4.8 dBi. 

 
 
2.3.6 s21 Results For Relative Gain Calculations 
 
 The third HFSSTM setup used was to have the monopole array with a transmitter antenna 

placed in the far field at different azimuth angles. The far field (rff) can be calculated using the 

largest rff of the following three equations: 

௙௙ݎ ൐
ଶܦ2

ߣ
	ሾ݉ሿ 

  ( 2.1 ) 
 

௙௙ݎ ≫  ሾ݉ሿ	ܦ
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 ( 2.2 ) 
௙௙ݎ ≫  ሾ݉ሿ	ߣ

 ( 2.3 ) 
 
where D is the maximum linear dimension of the antenna [18]. 
 
 Using Equation 2.1, rff is calculated to start at 2.3 cm away from the antennas. Using 

Equation 2.2, rff is calculated to start at 4.9 cm away from the antennas. Using Equation 2.3, rff is 

calculated to start at 20.8 cm away from the antennas. Thus, the transmitter antenna is chosen to 

be placed at 2 m from the origin at four different azimuth angles (θ = 0°, 90°, 180° and 270°) on 

the same level as the ground plane. The transmitter antenna is a simple monopole centered on a 

ground plane with the same dimensions as the antennas used in the array. Figure 2.10 shows this 

setup for when the transmitter is placed at θ = 270°. 

 

 
Fig. 2.10: Transmitter-Receiver setup for s21 measurement. 

 
 

 This setup is used to measure smn for the three different receiver antennas, where m equals 

element 1, element 2 or element 3 (depending on which one is being excited) and n stands for the 

transmitter antenna. The magnitude of smn is then equal to the relative gain between the 

transmitter and the element being excited for the different azimuth angles chosen. The results of 
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these measurements are shown in Appendix A, with a comparison to theoretical values. As can 

be seen, the model smn magnitude results are close to the theoretical results (at ~ -31 dB) except 

for a fairly large 15 dB discrepancy when element 3 is excited and the transmitter is placed at 2 

m in the negative x axis.  
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Chapter 3: 
                                                                                                 ON ABS Plastic Dome 
 
 
3.1 Overview 
 
 To be able to mount the receiver antenna array on the outside of the plane, it is necessary 

to first design an enclosure to cover the whole array and protect it from the weather. This 

enclosure will cover the three receiver elements that are on the same plane, not the element that 

is offset, since that element was designed by another member of the project. This protective 

enclosure needs to be weather resistant, have little electromagnetic interference on the array 

elements, be aerodynamic, and lightweight. The material chosen was acrylonitrile butadiene 

styrene (ABS) plastic, due to its relatively low density (1.05 gr/cc at 70º F) [19], hardness, 

rigidity, no brittleness and a good balance between tensile strength, impact resistance and 

electrical properties. To make it aerodynamic, the shape chosen for the structure needed to have 

no sharp edges but still cover the whole array. For this reason, a dome was chosen with a rim 

around it so that it can be attached to the array. [20] 

 
 
3.2 Material Properties 
 
 Although ABS is usually used for mechanical purposes, it also has good electrical 

properties that are fairly constant at a wide range of frequencies. These properties are little 

affected by temperature and atmospheric humidity in the acceptable range of operating 

temperatures. The table included in Appendix B shows the most important electrical properties of 

ABS and some other thermoplastics. As can be seen, the dielectric constant (εr) of ABS is 

constant over a very wide range of frequencies. This makes it safe to assume that the εr for ABS 

is 3.0 at 1.4454 GHz. From the table, it can also be seen that ABS's Dissipation Factor (DF) at 1 
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GHz is 0.005. Thus, it can be estimated to still be 0.005 at 1.4454 GHz. [21] The quality factor 

(Q) of ABS is the reciprocal of 0.005, or 200. The resonant frequency (ωo) of ABS is related to Q 

according to Equation 3.1: 

Q ൌ
1
ܨܦ

ൌ ߱଴ܹ/ ௥ܲ 

  ( 3.1 ) 
 
where ߱଴is the resonant radian frequency, W is the maximum stored energy and ௥ܲ is the radiated 

power [22]. 

 
 
3.3 Calculation of Interference and Dome Size 
 
 
3.3.1 Calculation of Radius, Rim Size, and Thickness 
 
 Since the array needs to consist of three antennas equally spaced, on the same plane and 

with a separation of no more than λ/2 (for an accurate azimuth AoA measurement), the minimum 

dome radius needs to be the diagonal between the origin and the topmost farthest point of the 

antenna element. A half wavelength separation would be equal to 10.378 cm. In order to 

minimize coupling, a value that is close to that is chosen:  10 cm. This yields an xy plane 

separation between the origin and the center of the feed of the antenna element of 5.77 cm. Since 

the width of the antenna element is 1 cm, 0.5 cm needs to be added to this measurement. The 

antenna element height, as discussed in Chapter II, is 4.9 cm. The hypotenuse of 4.9 cm and 6.27 

cm yields a minimum radius of 7.958 cm. A radius of 10.8 cm is chosen to reduce the amount of 

power reflected from the dome. This choice is better visualized in Figure 3.1. 

 



35 
 

 
Fig. 3.1: Side view showing the antenna element, ground plane and dome. 

 
 

 A thickness of 0.5 cm ensures that the structure is stable and can protect the array from 

weather, while keeping the dome structure from being too heavy. Using Google Sketchup®, the 

final volume of the entire dome with the rim included (a 2.76 cm wide rim with 0.5 cm 

thickness) is V = 582 cm3. By multiplying the density of ABS and the volume found, the dome 

mass is found to be 611 g (1.35 lbs). 

 
 
3.3.2 HFSS Simulation of Dome's Effects on Radiation Pattern 
 
 After importing the dome into HFSSTM as a .stl file, the material properties were assigned 

to it. Since HFSS does not have ABS as a material, GIL GML 1000TM was chosen as its 

material due to its close characteristics to ABS. The only property that needed to be changed was 

its permittivity; changed from 3.12 to 3.0. The final model is shown in Figure 3.2. 
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Fig. 3.2: Final HFSSTM model of array and protective dome. 

 
 

 Even though the dome material is non-metal, there is still some interference between the 

elements and the dome, especially due to their proximity. This can be seen in the 3-D radiation 

pattern shown in Figure 3.3 for the same element used in Figure 2.7.  

 

 
Fig. 3.3: 3-D radiation pattern for element 1. 
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This 3-D pattern shows an attenuation of ~0.4 dB from its maximum gain level in figure 

2.6. This is sufficiently low to be ignored. This small attenuation can be confirmed in the 2-D 

azimuthal and elevation radiation patterns shown in Figure 3.4 and Figure 3.5, respectively.  

 

 
Fig. 3.4: Azimuthal radiation pattern for element 1. 
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Fig. 3.5: Elevation radiation pattern for element 1. 

 
 
Comparing the azimuthal pattern with the dome to the azimuthal pattern without the 

dome in Figure 2.8, it can be seen that the maximum gain has no drastic change: it is still at the 

about same level (0.6 dB lower than in Figure 2.8) and points in the same azimuthal direction. 

The shape of the pattern has some minor changes, especially at around Φ = 120° and -120° but 

they are also negligible.  Comparing the elevation pattern with the dome to the elevation pattern 

without the dome in Figure 2.9, it can be seen that the maximum gain has only a minor change in 

level (0.8 dB lower than in Figure 2.9) and no change in direction. Under the ground plane there 

is an attenuation of about 1 dB. In conclusion, the dome can be placed over the array with no 

important changes in the radiation pattern. 
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3.4 Google Sketchup® Modeling 
 
 
3.4.1 Procedure 
 
 Modeling the dome in Sketchup® was an easy process once all the dimensions were 

determined. First, two quarter circles were made on the same plane, offset by the chosen 

thickness. They were connected at both ends to form a closed surface. To make the rim, connect 

a surface with a height of the decided thickness and the length of 2.76 cm that was previously 

decided on one of the ends of the first surface, on the same plane as the initial surface. Basically, 

have a quarter circle representing the dome, with a rectangle representing the rim connected to 

one of the ends of the quarter circle, and give both surfaces a thickness. The final step is to rotate 

this united surface around 360 degrees.  

 
 
3.4.2 Final Model 
 
 Figure 3.6 shows the final Sketchup® model. 
 

 
Fig. 3.6: Final Sketchup® model. 

 
 
 
 
 
 



40 
 

3.5 Building Process 
 
 
3.5.1 3-D Printer and Challenges 
 
 The printer used to print the protective dome is the Makerbot ReplicatorTM. This printer 

has a build envelope of 225 x 145 x 150 mm and can have ABS plastic as its printing material. 

Due to the printer dimensions, the protective dome needs to be printed in halves so that it fits 

within the build envelope. The file type from Sketchup® (.skp) needs to first be converted to a 

.stl file so that it can be used in the 3-D printer. After numerous attempts to print the dome, it still 

had a severe warping. This warping could not be fixed, but a smaller, scaled version a quarter of 

the dome could be printed with no major issues. 

 
 
3.5.2 Protective Dome-Scaled Version 
 
 Figure 3.7 shows the final printed ABS plastic quarter dome. 

 
Fig. 3.7: 3-D printed ABS plastic quarter dome. 
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Chapter 4: 
                                     Design and Analysis of Receiver Monopole Antenna Array 
 
 
4.1 Building Process 
 
 
4.1.1 Eagle® software 
 
 Building a printed circuit board (PCB) in Eagle® usually requires an initial schematic 

design followed by a board design. In the board design, all the components and connections are 

arranged on the physical board. Due to the relative simplicity of both the ground plane and the 

three PCBs used for the monopole supports, the schematic design part can be skipped. After 

these four PCBs are designed, the seven gerber files (top and bottom copper, top and bottom 

solder mask, top and bottom silkscreen and the drill file) are created. These seven files are used 

in the milling machine to create the PCB. 

 
 
4.1.2 Milling Process and Final Building Steps 
 
 The University of Kansas' EECS Shop uses LPKF's ProtoMat S62 as its milling machine. 

The PCB sheets used for this project are 53 mils thick one sided FR-4 sheets. The copper 

thickness on these sheets is 1.34 mils (1-ounce copper). Once the milling machine finished its 

milling process, three holes were drilled in the ground sheet. These holes are right below where 

the three monopoles are placed (centered about the origin of the ground plane and 10 cm away 

and 120° apart from each other) and need to be wide enough to pass the SubMiniature version A 

(SMA) male connector feeds, which are placed on the copper side of the ground plane, since the 

FR-4 side faces the three monopoles. After the SMA male connectors are soldered to the ground 

plane and the feeds are passed through the three drilled holes in the ground plane, the FR-4 

sheets with the monopoles are soldered to the SMA feeds, vertical to the ground plane. Finally, 
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the three vertical FR-4 sheets are glued to each other along the axis where the three of them meet 

using epoxy glue. Finally, the solder between the SMA connectors and the ground plane was 

smoothed out using a hot air blower. A top and bottom view of the final antenna array are shown 

in Figure 4.1 and Figure 4.2, respectively. 

 
Fig. 4.1: Top view of final monopole array showing the three monopoles. 

 
 

 
Fig. 4.2: Bottom view of final monopole array showing the three SMA connectors. 

 
 
 
 
 
 
 



43 
 

4.2 Preliminary Measurements 
 
 
4.2.1 Reflection Coefficient Measurements 
 
 Due to a restricted access to The University of Kansas' anechoic chamber, preliminary 

measurements of the monopoles' reflection coefficient, coupling and gain were made in a lab 

using a network analyzer. These measurements are simple rough estimates so that the results 

achieved using HFSSTM can be compared to actual results. The final measurements were taken in 

the anechoic chamber.  

 After properly calibrating the network analyzer, the reflection coefficients for the three 

elements were measured over frequency by connecting port 1 of the network analyzer to the 

element being measured and terminating the other two with 50 Ω loads. Figure 4.3 shows the 

magnitude of s11 versus a frequency range of 1 GHz (from 1 to 2 GHz).  

 

 
Fig. 4.3: Magnitude of s11 from 1 to 2 GHz. 
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 These results show that, at the center frequency, the magnitude of s11 is -18.3 dB. The 

other two markers in the curve are placed at +/- 7.5 MHz from the center frequency. The 

reflection coefficients at these marker frequencies are -18.2 dB and -19.3 dB, which are still 

fairly low levels, meaning that the reflection levels are good for this frequency span. In fact, for 

frequencies ranging from 1.2 GHz to about 1.6 GHz, the reflection levels are below -10 dB. One 

important thing to note is that the minimum level (~ -24 dB) is at a frequency lower than the 

center frequency, at around 1.38 GHz. This means that the antenna element is slightly longer 

than it should. Even though these results are important for reflection coefficient estimates, the 

measurements were taken in a very noisy environment with a many sources of interference. 

Depending on the orientation of the antenna and how close other surfaces are to it, the values 

changed by up to 5 dB. Figure 4.4 shows the s11 magnitude versus a frequency range of 30 MHz. 

 

 
Fig. 4.4: Magnitude of s11 from 1.43 to 1.46 GHz. 
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 Note that, even though the reflection coefficients is still at a good level (less than -10 dB), 

there was a ~4 dB variation from the previous results (even though the antenna was the same) in 

both the center frequency and at the two other markers at +/- 7.5 MHz. The s22 and s33 reflection 

coefficient versus the same frequency range results are included in Figure 4.5 and Figure 4.6, 

respectively, to show that the curve shapes and levels are the same for the three elements. 

 

 
Fig. 4.5: Magnitude of s22 from 1.43 to 1.46 GHz. 
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Fig. 4.6: Magnitude of s33 from 1.43 to 1.46 GHz. 

 
 

 Comparing these results to the HFSSTM results, the curve shapes are similar, with one 

main difference: the minimum levels in the HFSSTM results are ~ -32 dB and occur at ~1.4454 

GHz, while the minimum levels in the lab results are ~ -24 dB and occur at ~1.38 GHz.   

 
 
4.2.2 Coupling Measurements 
 
 The next measurements taken are for coupling (s21, s12, s31, s13, s32 and s23) over 

frequency. Since the network is reciprocal, only s21, s31 and s32 were analyzed. The markers were 

again set at the center frequency and at +/- 7.5 MHz from it. The frequency span analyzed is still 

30 MHz (from 1.43 to 1.46 GHz). The results at the center frequency are expected to be between 

the values of the two curves from figure 2.4 in the HFSSTM results since the cross sectional area 

value between any two antennas in the built array is between the cross sectional areas of 

elements 2-3 (minimum cross sectional area) and elements 1-2 and 2-3 in the array modeled in 
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HFSSTM. The s21, s31 and s32 curves versus frequency are shown in Figure 4.7, Figure 4.8 and 

Figure 4.9, respectively. 

 

 
Fig. 4.7: Magnitude of s21 from 1.43 to 1.46 GHz. 

 
 

 
Fig. 4.8: Magnitude of s31 from 1.43 to 1.46 GHz. 
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Fig. 4.9: Magnitude of s32 from 1.43 to 1.46 GHz. 

 
 
 As it can be seen, the coupling magnitude values at the center frequency are -13.8 dB, -

13.4 dB and -15.5 dB, respectively, for the three figures above. These results are very close to the 

~ -14.8 dB level for the coupling set by the HFSSTM results. Again, these results are simply 

estimates since the values are severely affected by noise and other interferences, so the small 

discrepancies should not be a major concern.  
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Chapter 5: 
                                                                              Anechoic Chamber Measurements 
 
 
5.1 Measurement of Reflection Coefficients 
 
 The reflection coefficient and coupling measurements were not taken inside the chamber, 

but were made using a more accurate network analyzer (N5230C), with a setup designed to avoid 

the high level of interference that was observed in the preliminary measurements. For example, 

the cables used were longer, and this enabled a higher separation between the array and other 

conducting surfaces in the lab.  

 Figures 5.1, 5.2 and 5.3 show, respectively, s11 and s22 and s33 versus a frequency range of 

150 MHz (from 1.35 GHz to 1.5 GHz). 

 

 
Fig. 5.1: Final measurement of the magnitude of s11 from 1.35 to 1.5 GHz. 
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Fig. 5.2: Final measurement of the magnitude of s22 from 1.35 to 1.5 GHz. 

 
 

 
Fig. 5.3: Final measurement of the magnitude of s33 from 1.35 to 1.5 GHz. 

 
 
 Even though these graphs do not show the characteristic “v” shaped curve seen in the 
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HFSSTM results and the results from the other lab, the reflection coefficient levels at the entire 

frequency range are below -10 dB. For the s11 curve, it can be seen that the reflection coefficient 

is ~ -15 dB at 1.4454 GHz. For the s22 curve, it can be seen that the reflection coefficient is ~ -13 

dB at 1.4454 GHz. For the s33 curve, it can be seen that the reflection coefficient is ~ -14 dB at 

1.4454 GHz. These levels are ~18 dB higher than the simulations levels in HFSSTM, but match 

the levels found using the other network analyzer. 

 
5.2 Measurement of Coupling Coefficients 
 
 Figure 5.4, Figure 5.5 and Figure 5.6 show, respectively, s21 and s31 and s32 versus a 
frequency range of 150 MHz (from 1.35 GHz to 1.5 GHz). 
 

 
Fig. 5.4: Final measurement of the magnitude of s21 from 1.35 to 1.5 GHz. 
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Fig. 5.5: Final measurement of the magnitude of s31 from 1.35 to 1.5 GHz. 

 
 

 
Fig. 5.6: Final measurement of the magnitude of s32 from 1.35 to 1.5 GHz. 

 
 

 The coupling level for the three elements is between -15 and -16 dB for the 1.4454 GHz 
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center frequency and below -10 dB for the entire frequency range tested. These levels are about 1 

dB lower than the measurements taken in the other lab and roughly the same as the simulation 

levels from HFSSTM. 

 
 
5.3 Measurement of Antenna Array Radiation Pattern 
 
 
5.3.1 Setup 
 
 The measurement of the radiation pattern in the anechoic chamber was done using a horn 

antenna as the transmitter and the monopole array as the receiver.  The horn antenna used is 

Scientific-Atlanta's 12-1.1 Standard Gain Horn. This antenna has a frequency range from 1.1 to 

1.7 GHz and a nominal gain of 15.5 dBi [23]. It is mounted 1.29 m from the ground (distance to 

center of the horn aperture). The monopole array is initially placed 5.7 m away from the 

transmitter, 1.5 m from the ground on a rotating turntable that rotates 360° in azimuth. One 

important thing to note about the turntable is that it has a vertical mast that is used to place the 

antenna array on, but this mast is not located in the center of the turntable. It is at ~0.2 m from 

the center of the turntable. This means that the range will actually be 5.7 ± 0.2 m and, therefore, 

the gain measurements will be slightly affected by this offset. Using Equations 5.1, 5.2 and 5.3 

and assuming that the transmitter antenna gain is 15.5 dBi and the receiver antenna gain is 5.15 

dBi, the inaccuracy in gain is estimated to be ± 0.3 dB [24]. 

௥ܲ

௧ܲ
ൌ ௧ܩ௥ܩ ൬

ߣ
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ଶ

 

( 5.1 ) 

ݏݏ݋ܮ	݊݋݅ݐݎ݁ݏ݊ܫ ൌ 10 log ൬ ௧ܲ

௥ܲ
൰ ൌ െ20݈݃݋ሺݏଶଵሻ 

( 5.2 ) 
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ሻܤଶଵሺ݀ݏ ൌ  |ଶଵݏ|݃݋20݈

( 5.3 ) 

where Pr is the received power, Pt is the transmitted power, Gr is the nominal gain of the receiver 

and Gt is the nominal gain of the transmitter. 

The initial position of the monopole array in relation to the horn antenna is shown in 

Figure 5.7. 

 

 
Fig. 5.7: Initial position of monopole array in relation to transmitter antenna in the anechoic chamber. 

 
 

 Using this setup and assuming element Tx to be the transmitter antenna, 1 to be monopole 

receiver array element 1, 2 to be receiver element 2 and 3 to be receiver element 3, the 

magnitude and phase of stx1, stx2 and stx3 is measured for 360° with a 1° resolution. A frequency 

span of 150 MHz, from 1.35 to 1.5 GHz, with a resolution of 5 MHz is used for these 

measurements. 

 This setup yields a relative gain (Grelative) between the antenna transmitter and each 

monopole receiver element. To find the gain of the antenna under test (GAUT), the gain of a 

reference antenna (GREF) needs to be found. GAUT is then given by Equation 5.4 [25]: 
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஺௎்ܩ ൌ ோாிܩ ൅  ோ௘௟௔௧௜௩௘ܩ
 ( 5.4 ) 
 
 
 This equation is applied to each measurement point in the 360° azimuth coverage.  
 
 
 
5.3.2 Results 
 
 The gain and phase patterns for element 1 are given in polar plots for θ = 90° and 0° < Φ 

< 360° and a frequency of 1.44525 GHz (trace frequency closest to the center frequency used) in 

Figure 5.8 and Figure 5.9, respectively. 

 

 
Fig. 5.8: Azimuthal gain radiation pattern for element 1. 
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Fig. 5.9: Azimuthal phase pattern for element 1. 

 
 
 The gain and phase patterns for element 2 are given in polar plots for θ = 90° and 0° < Φ 

< 360° and a frequency of 1.44525 GHz in Figure 5.10 and Figure 5.11, respectively. 

 

 
Fig. 5.10: Azimuthal gain radiation pattern for element 2. 
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Fig. 5.11: Azimuthal phase pattern for element 2. 

 
 
 The gain and phase patterns for element 3 are given in polar plots for θ = 90° and 0° < Φ 

< 360° and a frequency of 1.44525 GHz in Figure 5.12 and Figure 5.13, respectively. 

 

 
Fig. 5.12: Azimuthal gain radiation pattern for element 3. 
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Fig. 5.13: Azimuthal phase pattern for element 3. 

 
 
 The three elements have azimuthal radiation pattern shapes consistent with what was 

determined in HFSSTM. The pattern has a higher gain at the azimuth angle where the antenna 

being tested is closer to (0° for element 1, 120° for element 2 and 240° for element 3). The 

azimuth angles where the other two elements (the ones terminated in 50 Ω loads) are closer to 

have the smallest gain since the element being excited sees a copper barrier at these two angles. 

Finally, the maximum gain for the three elements' azimuthal cuts is ~0 dB. Since there are losses 

and imperfections throughout the array, the maximum gain cannot be expected to reach its 

maximum value of ~ 4.8 dBi. These three aspects of the radiation pattern agree with the 3-D 

pattern, and the 2-D vertical and horizontal radiation pattern from HFSSTM. This confirms that 

the antenna array is fully functional and agrees with the simulation results. 

 
 
5.4 Assessment of Azimuth AoA Determination Based on Measured Results 
 
 The phase plots over the azimuth angles are useful to determine the azimuth AoA of an 

object approaching the radar. This was assessed in Chapter 1 of this report. Any object 
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approaching the radar is going to approach it at a specific azimuth AoA. For that AoA, each of 

the three elements has a phase value. The differences between any two of these phase values (δ12, 

δ13 and δ23) can be used to calculate the AoA. As explained in Chapter 1, if only one δ value was 

available, there would be an ambiguity in the azimuth location of the target, and that is why at 

least two δ values are required and three antenna elements are used.  

 Using Matlab®, the raw phase data from the three elements (presented graphically for a 

frequency of 1.44525 GHz in Figures 5.9, 5.11 and 5.13) is acquired from the .txt files generated 

using the EMQuestTM Viewer available in the chamber. This data consists of 201 frequency 

points (between 1.35 and 1.5 GHz) and 361 angle values (from 0 to 360 degrees). After 

performing a text scan to scan the files for the phase data and saving the data for each element in 

individual matrices, the differences in phase (δ) between elements 1 and 2, 1 and 3, and 2 and 3 

are calculated for all angles in all frequencies. Another matrix with wavelength values is 

generated so that equation 1.19 can be used to find the θAB values, where A and B are the two 

elements connected by the baseline being analyzed. 

 When the theta values are being calculated, a process called phase unwrapping needs to 

be done since some of the δ values are outside of the boundaries set by the argument of the 

inverse cosine in equation 1.19 (which accepts values between -1 and 1). Therefore, 2π needs to 

be added or subtracted to the delta values so that δ is between -180° and 180°. After phase 

unwrapping this data, θ21, θ31, and θ32 can be calculated for all frequencies and all angles values. 

These theta values for three different frequencies (1.35 GHz, 1.44525 GHz and 1.5 GHz) are 

shown in Figure 5.14 below. Note that at angles close to end-fire for that specific baseline, the 

theta values have a very high inaccuracy, as opposed to the high accuracy at angles close to 

broadside for the baseline in question. 
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Fig. 5.14: Theta values vs. Theoretical AoAs for three different frequencies. 

 

 Since the baselines are not at the center of the array and are at 120° from each other, the 

theta values do not represent the actual target’s AoA. A reference line needs to be chosen so that 

all theta values are given with respect to that reference line. Figure 5.15 shows this reference line 

and some important geometrical properties used in transforming the two theta options (as 

presented in Figure 1.4) into the two azimuth AoA possibilities for each baseline.  



61 
 

 
Fig. 5.15: Useful geometrical relationships used to determine AoA. 

 

 The most important equation used in determining the possible AoAs is the law of sines, 

shown in Equation 5.5 below [27]. 

sin ܣ
ܽ

ൌ
sinܤ
ܾ

ൌ
sin ܥ
ܿ

 

where A, B, C, a, b and c are shown in Figure 5.15.  
 
 The final step in determining the correct AoA out of the two possibilities is to remove the 

ambiguity present in the calculations. To do this, the two possible AoAs for each baseline are 

analyzed. These two possibilities for two different frequencies (1.35 GHz and 1.5 GHz) for the 

three baselines are shown in Figure 5.16 below. Note, again, that at angles close to end-fire for 

that specific baseline, the possible AoA values have a very high inaccuracy, as opposed to the 

high accuracy at angles close to broadside for the baseline in question. 
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Fig. 5.16: Two possible AoA values vs. Theoretical AoAs for two different frequencies. 

 

From these plots, it is possible to decide which of the two possibilities for each baseline is 

the one closer to the theoretical AoA values. So, for the angles where the curve has a good 

accuracy, these plots enable the correct choice between the two curves. 

Finally, averaging is done between the AoA31, AoA21 and AoA 32 values, as long as the 

AoA is far from the end-fire regions of AoA21 and AoA 32 (making their data have a high 

uncertainty and be unsuitable for the averaging process). The AoA averaging is broken into 

regions at which a unique set of curves can be averaged. For example, from 0° to around 70°, 

possible AoA 1 between elements 2 and 1 and possible AoA 2 between elements 3 and 2 can be 

used in the averaging process. This averaging reduces the uncertainty in the AoA final value. 

This entire process is shown in the Matlab® code included in Appendix C. The final results for 

the determined AoA are shown in Figure 5.17 below. 
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Fig. 5.17: Final calculated AoA values vs. Theoretical AoAs for three different frequencies. 

 
 
 Notice that at AoAs between 0° and ~70° and between ~220° to ~300° the calculated 

AoA is very accurate and, therefore, close to the theoretical AoA curve. At certain points the 

calculated AoA matches the theoretical AoA almost exactly. For AoAs between ~70° and ~220° 

and between ~300° and 360°, the calculated AoA is not as accurate as in the other two angle 

ranges. At these ranges, the calculated AoA is always smaller than the theoretical value, but it is 

never smaller than ~20° from the theoretical curve. This means that if ~5° to ~10° was added to 

the calculated values, the calculated curves would have a better match to the theoretical values. 

Figure 5.18 shows the error in the calculated AoA vs. the theoretical AoA (assuming that positive 

values in the error mean that the calculated AoA is less than the theoretical AoA) at the center 
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frequency. It also shows the mean for the error in the calculated AoA and the standard deviation.  

 
Fig. 5.18: Error in calculated AoA values vs. Theoretical AoAs at 1.44525 GHz. 

 
 
 Notice that the mean error is +9.44°, which means that the calculated AoA has a bias. If 

9.44° is added to all the calculated values, the bias is removed and the maximum and minimum 

error values get reduced to under ±10°. This is still above the ±3° accuracy that was set as a goal, 

but with a better averaging process, this error might be reduced. The calculated values for the 

AoA with the removed bias are shown in Figure. 5.19. 
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Fig. 5.19: Unbiased calculated AoA values vs. Theoretical AoAs at 1.44525 GHz. 
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Chapter 6: 
                                                                                       Conclusion and Future Work 
 
 
6.1 Conclusion 
 
 The antenna array is fully functional and all the parameters tested match the simulation 

results. All its elements have good reflection coefficients and coupling parameters (below -10 

dB) for a frequency range from 1.35 to 1.5 GHz. Each reflection coefficient and coupling curve 

is very close to the other curves of the same parameter, meaning that the elements are identical 

and have the right spacing between them.  Since this array is used for azimuthal AoA 

measurements, the azimuthal radiation patterns (for θ = 90°) are analyzed for the three elements. 

The gain magnitude patterns have a maximum of ~0 dBi at the azimuth angles where the element 

analyzed is closer to. This is also very close to the simulation results. Finally, in accordance with 

theory, the phase patterns over azimuthal angles are symmetrical, therefore the need for three 

antenna elements to eliminate an ambiguity in the AoA. When calculating the AoA, the results 

show that the theoretical and calculated results have a fairly good match (not ideal) and these two 

values diverge by at most ±10° after the bias has been removed. 

 The ABS plastic dome design was also successful. It is a material that provides protection 

for the array, with a weight that is not too heavy and barely any attenuation in the array’s 

radiation pattern (~ 1 dB at most) even at a very small separation of less than 3 cm. Therefore, 

this material proved to be a good alternative when used as a protective structure for antenna 

arrays.    

 
6.2 Future Work 
 
 In order to be used in smaller UAVs, the dimensions of the array need to be reduced. Both 

the elements and the ground plane need to be smaller. The best way to be able to decrease the 
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array dimensions is to increase the frequency used. The higher frequency bands that could be 

used according to the FCC allocation table [26] are two: from 2.4 GHz to 2.5 GHz and from 

5.725 GHz to 5.875 GHz. The array could be made significantly smaller at the frequency band 

centered at 5.8 GHz. This would be its most clear advantage over the band centered at 2.45 GHz. 

Still, there might be some advantages in using the band centered at 2.45 GHz including lower s 

parameter levels, complexity and weight of the other components forming the radar. Therefore, 

the advantages of one band over the other could be further investigated. 
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Appendix A: 
Comparison of Simulation and Theoretical Values of s21 Between Transmitter and 
Receiver Antennas 
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Appendix B: 
                                                                          Electrical Properties of ABS Plastic 
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Appendix C: 
                                                              Matlab® Code Used for AoA Determination 
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