High Perfiormance Computing
Servicesin a WAN Environment

Brigham Young University
Mark-Clement, Bryan Morse, Quinn-Saell




Trends

“elecommunication provioers are

EX

panding to offer additional features

n

erne

[ CONNEC

vity

We!

0 page hosting

— Messaging

PAC

erin

‘'ormation-(stock guotes/sports)

-Compute services can be offered by an

dministrator capable of harvesting idle

cycles




Overview

- Distributed Object Group Metacomputing Architecture
(DOGMA) provides connectivity’and programming

environment
DOGMA Isa parallel computing environment which
integrates the power of heterogeneous clusters of
workstations with that of idle nodes attached to the
Internet.

Distributed Object Groups.




Architecture

Distributed Object Groups
Distributed Java Machine
Remote Method Invocation




Arcnitecture




Code Servers

- m Code sarvers allow application
pinary code to reside In multiple
locations eiminating the need for a
shared file system.

-~ W Eachcodesaver serves up specific
packages (and-all_sub-packages of

that package). @@@

R TET




As “transitory” nodes activate (when the
machine moves out of idle mode),
“migratable” objects move to available nodes.
Semi-dedicated nodes allow all objects to
complete execution before stopping DOGMA.




Screen Saver

- Many computers spend alarge amount of time idle:

- The DOGMA Screen provides asimple means of putting

Idle CPU cyclesto work:

- B Twomodes of operation for screen saver termination:

- W Transitory - Objects must migrate off of the node in afixed

amount of time after which DOGMA shuts down.

— Semi-Dedicated - Screen saver shuts down, but DOGMA

runsin the background-until-all-objects onthe node have

complet




Distributed Onject Groups

B Smplify parallel programming.

-~ Provide asynchrenous group method invocation:

which the group resides.

— Return values can be automatically-assembl ed.

—Alternatively-an-array-of results may be returned.

support for multiple partitioning schemes




Distributed Onject Groups
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Speedup
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Applications

‘Web page indexing
mage Processing
-Complex speech recognition
‘all Street predictions
Virtual Reality

~Scientific applications




Cost M odé

- m Credit users who make idle cycles aval

_harge for telecommunications networ
me
Optimize communication routes for
network utilization




Conclusions

‘DOGMA provides functionality for

integrating heterogeneous clusters with

anonymous idle nodes.

‘formance Is very competitive with

raditional parallel programming

environments.

-Compute services can be offered through

Java based systems

“http://zodiac.cs.byu.edu/DOGMA




