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Abstract. Generative Al models can produce high-quality images based
on text prompts. The generated images often appear indistinguishable
from images generated by conventional optical photography devices or
created by human artists (i.e., real images). While the outstanding per-
formance of such generative models is generally well received, security
concerns arise. For instance, such image generators could be used to fa-
cilitate fraud or scam schemes, generate and spread misinformation, or
produce fabricated artworks. In this paper, we present a systematic at-
tempt at understanding and detecting Al-generated images (Al-art) in
adversarial scenarios. First, we collect and share a dataset of real im-
ages and their corresponding artificial counterparts generated by four
popular Al image generators. The dataset, named ARIA, contains over
140K images in five categories: artworks (painting), social media im-
ages, news photos, disaster scenes, and anime pictures. This dataset
can be used as a foundation to support future research on adversarial
Al-art. Next, we present a user study that employs the ARIA dataset
to evaluate if real-world users can distinguish with or without refer-
ence images. In a benchmarking study, we further evaluate if state-of-
the-art open-source and commercial Al image detectors can effectively
identify the images in the ARIA dataset. Finally, we present a ResNet-
50 classifier and evaluate its accuracy and transferability on the ARIA
dataset. The ARIA dataset and the project source code are shared at:
https://github.com/AdvAIArtProject/AdvAIATt.
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1 Introduction

The rise of artificial intelligence has been rapidly reshaping the field of multi-
media content creation in the past two years. Al companies like OpenAl, Mid-
journey, and StarryAl have developed tools that are highly accessible and user-
friendly for the general public. As of September 2023, Midjourney is reported to
have over 16 million users [I]. Without any expertise in Al or art, they can create
high-quality images simply by supplying simple descriptive words as prompts.
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What once would require hours and or days for the photographers and artists
can now be imitated and replicated within moments.

As AT technologies continue to blur the boundaries between human and ma-
chine creativity, broad concerns and controversies over creativity, ethics, and
integrity have emerged [I8I89]. First, the widespread adoption of Al-art has
significant impacts on copyright and authorship. Notably, online communities
such as Newgrounds and FurAffinity have banned Al-generated content from
their platforms [I7]. Art competitions also enforce restrictions after rising con-
troversies over Al-art [65]. According to [32], 74% of the artists believe Al-art
is unethical, and there is reportedly a growing public interest among artists to
combat unauthorized image usage by Al companies [10]. Meanwhile, this issue
also influences legal frameworks. For example, the United States Copyright Of-
fice has ruled that works incorporating Al-generated content must demonstrate
human authorship to qualify for copyright registration [52].

Moreover, the proliferation of Al-based image generation poses substantial
security risks, as these realistically rendered images can be weaponized to spread
disinformation or commit fraud. For example, the ease of creating convincing
articles with Al-generated visuals has led to a more than tenfold increase in
fake news websites [81]. Many threat actors have been reported to use Al to
mislead public perception related to elections [4991], which results in urgent
calls for enhanced governance and mitigation [2]. Another example of security
risk is scamming. A rapid growth in Al-powered fake profiles has been witnessed
on social media [68] and dating apps [57]. These scenarios underscore the need to
verify the authenticity of digital media and raise public awareness of Al misuse.

In this paper, we are motivated by the following research questions: RQ1:
What are the practical scenarios in which adversarial actors exploit Al-art for
malicious purposes? RQ2: Can human examiners identify Al-generated images
with or without references? RQ3: Are there any automatic tools that reliably
detect Al-generated images and mitigate these risks? We investigate three pri-
mary scenarios where adversarial Al art makes a significant impact: (1) social
media fraud, (2) fake news and misinformation, and (3) unauthorized art style
imitation. We create images in five distinct categories using four leading Al im-
age generation platforms, utilizing two modes of generation: generation from
only text prompts and generation from text prompts and human image seeds.
We collect and share the AdversaRIal AI-Art (ARIA) dataset with over 140K
images, including 127K adversarial Al images.

With the ARIA dataset, we carry out a user study to assess human judgment
in identifying Al-art. With 4,720 annotations from 472 participants, the average
accuracy rates were 68.00% and 65.24% for users with and without references,
respectively, indicating that manual inspection is less effective. We analyze the
factors that may affect human identification, such as the image content, the
generator, and the users’ domain expertise. We further benchmark nine state-
of-the-art AIGC detectors in the research literature and five online/commercial
detection services. Most detectors achieve accuracy below 70% in detecting Al-
generated images, while the accuracy gets worse for samples generated with
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mixed prompts of images and text. Finally, we discover that supervised clas-
sifiers trained on our ARIA dataset are more effective. In particular, models
trained using images from Midjourney show better generalization capabilities
across different generation platforms.

In summary, our main contributions are summarized as follows:

1. We make a systematic attempt at understanding and detecting adversarial
Al-Art.

2. We collect and share the first comprehensive adversarial Al-art dataset
(https://github.com/AdvAIArtProject/AdvAIArt). with paired human-
generated images and Al-generated images. It consists of over 100K Al im-
ages from five categories that cover three typical adversarial Al-art scenarios.

3. We conduct a large-scale study to assess human users’ ability to distinguish
adversarial Al-art and present a detailed analysis of the results.

4. We conduct the first large-scale benchmarking of the state-of-the-art open-
source and commercial Al image detectors and show that most of them
provide unsatisfactory detection performance.

The rest of the paper is organized as follows: we introduce the background in
Section [2] We present the ARIA dataset in Section [3] followed by the user study
and benchmarking of open-source detectors in Sections [4 and [5] respectively. We
discuss our findings, survey the literature, and present the ethical considerations
in Sections|[6] [7} and [§] and finally conclude the paper in Section [0}

2 Background: AI-Generated Multimedia Content

AT-Generated Content (AIGC). Al-Generated Content (AIGC) consists of
digital content such as text, images, and music produced by Generative AT (GAT)
models instead of humans [93I42]. The history of GAI dates back to the 1950s
with the technologies like Hidden Markov Models [58] and Gaussian Mixture
Models [64]. The advent of transformer architecture [80] marked a significant
milestone that led to a number of state-of-the-art models. For example, DALL-E-
2 [62] by OpenAlI generates high-quality images from text descriptions. Examples
in other domains include OpenAT’s GPT-3, Codex [9], and Gopher [60].
Diffusion Models in Image Generation. Diffusion models are a family of
probabilistic generative models first introduced by [71]. It progressively perturb
the input by adding noises and then reverse this process to generate new samples
[95]. Recent studies on diffusion models primarily focus on three approaches: de-
noising diffusion probabilistic models (DDPMs) [27/51], scored-based generative
models (SGMs) [73], and stochastic differential equations (SDEs) [72]. These
models have shown superior performance over generative adversarial networks
(GANSs) [2]] in image generation tasks [T4127I38].

Commercial Diffusion-based Generators. The commercial applications of
diffusion models have revolutionized the way visual content is created. Notable
platforms like Midjourney [48], DreamStudio [74], StarryAl [75], and DALL-
E [55] allow users to generate personalized images for a small cost, often less
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than five cents per image. They typically offer two generation modes: text-to-
image, where users provide only text prompts, and (image-+text)-to-image, which
takes text prompts and existing images as seeds. These products are significantly
altering the landscape of fields like photography, fine art, and animation.

3 The AdversaRlIal AI-Art (ARIA) Dataset

3.1 Terminology: Real Images and Al-generated Images

In this paper, Real Images or Human Images are defined as images captured
by conventional optical devices such as cameras and scanners or images created
by human artists and then captured by optical scanning devices. AI-generated
Images or AI Images are defined as images produced by generative models that
only use text descriptions as prompts, i.e., all the visual contents are generated
from text by AI models.

We also consider two boundary cases. Graphic artworks, especially anime
painted by human artists using painting/graphics software, are considered human-
generated images, as they are protected by copyright in the same way as other
creative works, e.g., original paintings and photographs. However, the detec-
tion of such images may pose different challenges than the detection of paint-
ings/photographs. Meanwhile, images generated by AI models that take a seed
image and a text prompt are considered Al images. We also examine how such
images are different from images that are generated from pure textual prompts.

3.2 The Real Images and Annotation

In this project, our first objective is to collect a dataset of human-generated
images and the corresponding (adversarial) Al images. This dataset will serve
as a foundation for research on adversarial Al-arts and the detection of AIGC.

Topic Selection. We identify three possible attack scenarios of adversarial Al-
art, and further split these three scenarios into five detailed categories.

e Social Media Fraud. With the increased accessibility of AI image generators,
we have witnessed an exponential growth of the number of AT images on social
media, making it harder to distinguish reality from fake and enabling new forms
of low-cost fraud [57/68]. For instance, the adversary could easily fake a celebrity
lifestyle by posting Al-generated images of luxury goods, elite social events,
exotic travel, and fine dining. Such fake profiles could be created and maintained
at very low cost and employed in Internet scams. We establish a specific dataset
category named ‘Ins’, short for ‘Instagram-style images’, to represent lifestyle
images that are typically shared on various social media platforms.

e Fake News and Misinformation. It has been widely reported that Al-generated
content, including text and images, was adopted to produce disinformation and
fake news articles [88I8IT6]. For instance, a picture of a collision that involved
a Tesla Cybertruck and a GMC Hummer EV gained popularity on the Inter-
net in March 2024. It was later found to be Al-generated [I2]. The concept of
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misinformation represents a very broad realm of topics. To better address this
attack scenario, we define two categories: a ‘News’ category for general news
images and a ‘Disaster’ category, which specifically captures images depicting
emergencies that may trigger scare and panic.

e Unauthorized Art Style Imitation. Generative models have the capacity to
mimic the style of renowned artists and produce forged artwork. This will po-
tentially produce fraud and violate consumer rights. Also, AI generators can
easily replicate famous anime characters’ images by referring to the name, e.g.,
Edward Elric or Hatsune Miku, in the prompts. If the generated content is used
without proper licensing or authorization, these Al-generated images violate the
copyright held by the entities who own these characters [79].

We define two different Al image categories to represent the legally risky

production of these two popular art types. First, the ‘Art’ category contains the
classic fine art images. The second category, ‘Piziv’, is named after one of the
most popular platforms for artists to share copyright-protected and original illus-
trations. This platform is losing users to Al-generated art [87]. Therefore, ‘Pixiv’
represents another potential area of research on the social and legal impacts of
Al-arts.
Collection of Real (Human-generated) Images. To select human image
datasets for the five categories defined above, we followed two criteria: (1) we ex-
pect the datasets to be diverse, representative, and contain a reasonable amount
of images; (2) to ensure that all the images were human-generated, we select the
datasets that were collected before 2022, i.e., before generative Al was able to
produce high-quality images that appeared like human images.

We selected dataset InstaNY100K [36] for ‘Ins’. This dataset, last updated
in Dec 2021, includes 10,000 images from real Instagram posts. For ‘News’, we
chose the N24News dataset [5I84] extracted from the New York Times from 2010
to 2020. For ‘Dis’, we chose the Disaster Dataset [78], which contains photos
of various disaster scenes including damaged infrastructure, fire, human injury,
etc. Its last update was in 2022. For ‘Art’, we used dataset Best Artworks of All
Time [29], a collection of artworks of the 50 most influential artists, updated
in 2019. Lastly, we selected Piziv Top Daily Illustration 2018 [19] for ‘Pixiv’,
which contains 68,800 popular Pixiv images in 2018. To minimize the risk of
including AI images, the dataset owner filtered the illustrations with the tag
‘Original’. While there were other datasets that met our criteria, these five offered
significantly larger image quantities and more detailed data labels compared to
other options, so we selected them for the ARIA dataset.

To ensure a reasonably sized dataset and equal representation from all cate-
gories, and to reduce the cost, we randomly sampled approximately 3,000 images
from each category except for ‘Art’. We selected 5,000 images for ‘Art’ because
this dataset is more diverse than the others. Eventually, the ARIA dataset con-
tains 17,129 real-world images with a total file size of 1.4GB.

Annotation. We intend to pair Al images with human images. For instance,
when we have a human image of Claude Monet’s Water Lilies, we would like to
prompt each Al generator to produce an image for “Claude Monet’s Water Lilies”.
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To achieve this, we designed the following systematic, automated process using
scripts to annotate the collected real images with detailed textual descriptions,
which are subsequently used in the prompts for the Al image generators.

1. Automated Image Description. First, we utilized MidJourney’s “describe” func-
tion [48] to generate four comprehensive text annotations by identifying the key
visual elements within each image.

2. Text Prompt Synthesis and Optimization. We observed issues with MidJour-
ney’s “describe” function—it frequently generates and includes meaningless hash-
tags, non-word strings, and random names in the description. The four descrip-
tions for the same image are also moderately inconsistent. We further invoke
ChatGPT to correct the mistakes described above and integrate the four differ-
ent descriptions to create a comprehensive text prompt.

3. Keyword Enhancement of Text Prompts. To ensure the text prompts reflect the
specific characteristics of each attack scenario, we further add category-specific
keywords to the beginning of the annotation. For example, in the ‘Art’ category,
we added keywords for each image to specify this is an artwork by the artist
(e.g., Claude Monet), whose names were extracted from the dataset [29]. In the
‘Dis’ category, terms such as ‘photography’, ‘disaster’, and ‘incident’ are added.

3.3 AI-Art Generation

In this section, we detail the design of the prompts and the processes to employ
different platforms to generate Al-arts.

Commercial AI-Art Generators. Given the rapid advancement of Al image
generators, the threshold of employing Al-generated fake images in fraud /scams
has significantly diminished. Various Al image generation platforms enable at-
tackers to effortlessly generate realistic images. In this study, we selected four
widely used AI generators: Midjourney [48|, DreamStudio [74], StarryAl [75],
and DALL-E [55]. They are popular for reliability, accessibility, and relatively
low cost, making them ideal candidates for our image generation task.

Mode of Generation and Prompt. To maintain consistency, we use uniform
prompt structures for all generations. Our study employs two different generation
modes, each requiring its specialized prompt.

o Text-to-Image (T2I) Generation. In the T2I mode, images are created from
scratch by feeding solely the text descriptions to the generators. We utilized the
text annotations gathered during the annotation phase as prompts.

o (Image+Text)-to-Image (IT2I) Generation. Images are generated from two
pieces of seed information: (1) the text descriptions obtained from the annotation
process and (2) the corresponding real image. This method combines the visual
cues from the seed image with textual information to generate new images.
Parameters and Settings. The common parameters for all the platforms are:
(1) Aspect Ratio: For all platforms, we used the default aspect ratio of 1:1. (2)
Resolution: The default resolution varies on different platforms. Midjourney and
DALL-E are set to 1024x1024 pixels, and Dream Studio is 516x516 pixels. Starry
AT only provides a True/False selection for High Resolution, for better image
quality, we set it to ‘True’. (3) Strength: This parameter controls the respective
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Table 1. The number of images by category.

Text-to-Image Image-to-Image
MJ DS SA DA | MJ DS SA DA
Art 4999 5171 2160 4925 | 4939 5186 5180 5188 | 5327 | 43075
Dis 2762 2790 2831 2896 | 2479 2790 2830 2947 | 2963 | 25288
News 3027 2866 2849 2974 | 3001 2764 3017 3029 | 3032 | 26559
Pixiv 2400 2642 2780 2355 | 2045 2636 2808 2508 | 2814 | 22988
Ins 2961 2809 2895 2960 | 2907 2763 2984 2993 | 2993 | 26265
Total |16149 16278 13515 1611015371 16139 16819 16665 |17129|144175

Category Real | Total

influences of image and text seeds in the IT2I mode. We set it to be 50% - 50%
to ensure that the text description and seed image have equal impacts.

Besides these common parameters, three platforms have specific features on
generation models and processes.
e Midjourney’s Discord bot produces four output images in each generation. We
collect the first image among these four. We employed model 5.2, which was the
newest model during our data collection[4], for image generation.
e Dreamstudio’s API uses the newest version of the Stable Diffusion model.
Two specific parameters are worth noting: (1) Sampler determines how to ex-
tract the final image from the latent space. We use the default value SAM-
PLER_K DPMPP_ 2M. (2) ¢fg_scale (Conditional Free Guidance Scale) con-
trols the compliance of text descriptions. Since our text annotations accurately
represent source image content, we choose CFG _scale value 8.0 for text-to-image
generation and the default value of “7.0” for image-to-images generation.
e Starry Al’s API invokes various models for specific generation tasks. We use
Photography for the ‘Disaster’, ‘Instagram’, and ‘News’ categories. We select
model Anime for ‘Pixiv’, model Argo2 for the T2I mode of ‘Art’, and model
Argo for IT21I for ‘Art’ (Starry AI disabled Argo2 during our generation).
e DALL-E 3 was used for text-to-image generation. However, since DALL-E 3
does not provide image-to-image functionality, we use DALL-E 2 for IT2I. DALL-
E has a parameter ‘quality’ that controls the level of details of the generated
image, we set it to the default value “standard”.

3.4 The ARIA Dataset

The final ARIA dataset contains 127,046 Al-generated images and 17,129 real
images, as detailed in Table [1} Despite using identical prompts and real images
across platforms, the quantity of images produced by each generator differed.
The generators also deployed content filtering mechanisms. For instance, Mid-
journey blocks the text inputs that contain adult and gore content [48]. Although
not explicitly mentioned on its official website, Midjourney also automatically
stops generation once it detects potentially inappropriate content in the seed
image. Such censorship for image prompts is even stricter than for text prompts.
For example, images involving human body nudity in the disaster and artwork
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Fig. 1. Sample images from the ARIA dataset.

datasets would stop the generation immediately. Hence, we had fewer IT2I im-
ages than T2l images. Moreover, the censorship mechanism also produces false
positives, where harmless images are flagged. Dream Studio chose to blur out
the generated images when inappropriate or offensive content is found [74]. We
deleted the blurred images from the dataset. Furthermore, content filters from
different generators are often triggered by different prompts, and the resulting
image count for each generator is different.

For Starry A, the Argo2 model for the ‘Art’ image generation is disabled
from Starry Al API during our generation. To maintain the consistency of our
generated images, we opted to pause the generation instead of switching to Argo.
We plan to re-generate the remaining images once Argo2 is back on the market.

The total cost for all Al-generated images is approximately $3,550, including
$810 for Midjourney, $120 for Dream Studio, $1,870 for StarryAl, and $1,200
for DALL-E. The total file size for all the generated images exceeds 100 GB.
Notably, DALL-E returns images with the highest JPEG quality, so that the
size of each 1024x1024 image could be 3MB or higher.

4 The User Study

4.1 The Design

Users responses against various malicious/adversarial content have been studied
in the literature, e.g., [I5J97]. In this section, we investigate if Internet users can
identify Al-generated (adversarial) images. In particular, we aim to answer the
following survey objectives: SO1: Could real-world users, with or without ref-
erence images, distinguish between real images and Al-generated images? SO2:
What visual clues do they use in identifying Al-generated images? SO3: Does the
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Fig. 2. The user study: (A) The collection of users’ background information; (B) The
“training” samples for users with references (Ur); (C) The main survey.

users’ capability of identifying Al images vary for different image topics? SO4:
Do popular Al generators produce images that differ in identifiability? SO5:
Does the user’s background knowledge, e.g., familiarity with the art, contribute
to their capability of identifying Al-generated images?

Based on the users’ knowledge of Al-generated images, we present two de-
tection models: (I) Referenceless Users (Up). This represents the majority
of Internet users, who have not been explicitly exposed to Al-generated images,
especially in a side-by-side comparison with real images. (II) Users with Ref-
erences (Ur). With the growing popularity of AIGC, especially with the recent
media coverage, some users may be aware of Al-generated images. In this user
study, we mimic this type of user by providing the surveyee with 3 random pairs
of real and Al-generated images in a side-by-side setting and asking them to
examine the sample images before continuing to the questionnaire.

In this user study, an IRB information statement is first provided to the user,
followed by the link to the questionnaire. In the questionnaire, we first ask four
questions about the user’s background (Figure 2| (A)): (1) the user’s age range,
e.g., 18-24, 25-34. (2) The user’s familiarity with the Arts on a scale of 1 (not
familiar) to 5 (expert). (3) The user’s familiarity with Online News on a scale
of 1 (do not read online news) to 5 (frequently read online news). And (4) the
user’s familiarity with social media (e.g., Facebook, X, TikTok) on a scale of 1
(do not use social media) to 5 (frequently use social media). In data analysis, we
will use such information to answer research question RQ5.

Next, we present the definitions of Al-generated images and real images (Fig-
ure 2 (A)). Approximately 50% of the surveyees will be randomly assigned to
the Ug scenario, where three pairs of randomly selected real and Al-generated
images are displayed with a short text instruction, as shown in Figure 2| (B).

For each participant, ten images are randomly sampled from ARIA with
equal probability for each category, and then displayed to the user, i.e., each
participant receives a different set of random images. As shown in Figure |2 (C),
the surveyee is asked to identify each image as “real” or “Al-generated”. If the user
marks an image as “Al-generated”, checkboxes will show up to ask her to provide
the selection rationale. As there does not exist any paper in the community that
discusses how Al-generated images could be visually identified, we referred to
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several news articles to summarize a list of possible clues [92I33/76]. Finally, the
user could select “other” and enter her own rationale.

4.2 The Results and Analysis

We recruited volunteers (faculty, staff, and students) from the University of
Kansas as well as our collaborator institutions to respond to the survey. In three
weeks, we have received 4720 annotations from 472 participants. Here we present
our statistics of the surveys and answer the survey objectives.

e SO1. Could real-world users, with or without reference images, distinguish
between real tmages and Al-generated images?

The average accuracy for referenceless users Uy was 65.24%. In particular,
79.87% of the real images were correctly identified, while only 61.58% of the
Al-generated images were correctly identified. Users with reference images (Ug)
performed slightly better, with an average accuracy of 68.00%, an accuracy of
79.76% for real images, and an accuracy of 65.06% for Al-generated images.
From the results, we can observe the following: (1) it is highly challenging for
human users to identify Al-generated images, with or without references; (2)
Human users are significantly more likely to mistakenly identify Al-generated
images as real (38.42% for Uy and 34.94% for Ug) than to mistakenly identify
real images as Al-generated (20.13% for Uy and 20.24% for Ug).

e S02. What visual clues do they use in identifying Al-generated images?

When a user labels an image as Al-generated, he/she is asked to select a
reason from a provided list or provide her /his own reason. For Scenario 1 (Uy),
378 images were annotated as “Texture and Material Anomalies”, which was the
most popular reason provided by the users. 350 out of 378 (92.6%) images were
correctly identified as Al-generated. Meanwhile, 337 images were annotated as
“Anatomical Errors”, the second most popular reason. 316 out of 337 (93.8%) im-
ages were correctly identified. All other selections were significantly less popular.
Another notable observation is that Midjourney and DALL-E generate signif-
icantly fewer images with anatomical errors (11% and 10.1% of all correctly
identified Al-generated images) than the other two generators (22% and 21% of
all identified Al-generated images). Our further examination of the dataset also
confirmed that the Midjourney/DALL-E-generated images are significantly less
likely to show errors like extra fingers or distorted faces.

2.31% of Uy and 1.26% of Ug provided their own reasons besides the provided
list. They were examined and coded by two graduate students. The provided
rationales were highly consistent across U +0 and Ug. The top 3 reasons are: (1)
detailed explanations of the factual errors, such as “illegible text”. They account
for 48.9% of user-provided rationales for Uy and 56.2% for Ugr. (2) Subjective
feelings (36.7% for Uy and 22.9% for Ug), such as “feels ai,” “art style looks AL”
And (3) detailed explanations of anatomical mistakes (10.2% for Uy and 18.8%
for Ug), such as “hands look out of proportion,” “girl’s collarbone.”

e S03. Does the users’ capability of identifying Al-generated images vary for
different image topics, e.g., news images or artwork?
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Table 2. The detection accuracy (%) of real and Al-generated images by human users.

Referenceless Users (Up) Users with References (Ur)

art disaster news pixiv ins |Avg|| art disaster news pixiv ins | Avg

Dream Studio|55.4 61.2 78.6 66.3 75.6|67.4(|58.3 70.6 69.7 70.5 67.5|67.3
Midjourney |38.1 484 62.8 51.5 64.4|52.5(/50.4 69.7 66.3 60.6 65.2|61.2
Starry AI |47.7 60.6 70.8 55.4 64.6/60.0(|38.5 644 76.4 63.8 64.8/60.7
DALL-E |68.9 943 89.1 61.5 93.8/80.7(|61.5 78.9 92.0 67.9 87.5|77.9

Avg. 50.4 59.2 71.7 58.9 68.7|61.6/|50.5 67.8 72.5 66.8 69.8|65.1

real  [81.2 804 86.0 717 81.5]79.9[[85.0 76.7 81.6 77.9 77.6]79.8

A breakdown of the users’ identification accuracy for images generated by
each platform and images of each topic is shown in Table 2] We have the fol-
lowing observations: (1) In both scenarios (Uy and Ug), users are least capable
of identifying art images. This could be partially explained by the fact that our
survey participants are generally less familiar with the arts (average familiarity:
2.56/5) than online news (average familiarity: 3.39) and social media (average
familiarity: 3.60). (2) Users appear to be better at identifying Al-generated im-
ages in news. This may be partially explained by the fact that news images in
ARIA were more likely to be taken closer to the scene with more details and
human characters that are more identifiable to the evaluators.

e S04. Do popular Al generators produce images that differ in identifiability?

Images generated by DALL-E appear to be significantly more identifiable
to human users than the other generators, with Dream Studio being a distant
second. Our examination of the data also shows that DALL-E-generated images
have unique lighting and texture features that make them easily identifiable.

e SO5. Does the user’s background knowledge, e.g., familiarity with the art or
social media, contribute to their capability of identifying Al-generated images?

Table [3| presents a breakdown of the users’ self-claimed domain expertise and
their identification accuracy on the relevant topics. We only observed a strong
correlation between the identification accuracy in ‘Art’ and the self-claimed fa-
miliarity with art: rpearson = 0.945 for Uy. However, rpearson = 0.5 decreased
to 0.483 for Ugr, which could be because some reference samples may compen-
sate for low familiarity. In most cases, the self-claimed domain expertise (or the
surveyee’s age) does not appear to show a significant correlation with their capa-
bility to identify AI images. That is, even for users who are highly familiar with
online news and online social networks, it is still challenging to recognize Al-
generated adversarial images on the Internet. The attack scenarios we presented
in Section pose a high risk to real-world users.

Population Bias. We acknowledge that our population may not accurately
represent the majority of Internet users. It is likely that our surveyee population
is more educated and has higher familiarity with online news and online social
networks. However, our correlation study between detection accuracy and user
background shows that such population bias is unlikely to affect the key find-
ings of this study since the users’ expertise is not a contributing factor to their
capability of identifying Al-generated images in most scenarios.
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Table 3. The impact of self-claimed domain expertise on detection accuracy (%) of real
and Al-generated images. AF: familiarity with art; NF: familiarity with online news;

SMEF': familiarity with social media; —: insufficient data for statistical significance.
Referenceless Users (Up) Users with References (Ur)

expertise 1 2 3 4 5 |Avg|l 1 2 3 4 5 | Avg

art vs. AF 39.5 41.4 59.3 63.0 — |50.4(/48.4 40.0 55.3 58.5 50.0|50.5

75.0 82.3 64.4 67.6|71.7||78.6 65.3 79.2 70.3 70.0|72.5
55.1 62.7 50.0 67.6|56.7||53.1 66.7 69.1 65.5 81.0|67.8
ins vs. SMF 61.0 75.0 65.9 70.5|67.9(|71.4 73.0 66.7 60.0 68.7|66.7
disaster vs. SMF 54.8 57.1 49.6 68.8|59.2||50.0 52.3 65.8 62.5 81.7|67.8
Table 4. Accuracy (%) of commercial and open-source detectors on the ARIA dataset.
Bold: best performance for each category (open/commercial) and each generator.

news vs. NF
disaster vs. NF

HUM T21I IT21

MJ DS SA DA | MJ DS SA DA

Open-source Detectors

Organika-ViT [56] 72.83190.92 98.31 55.48 77.17|77.32 54.19 63.90 26.27
umm-maybe-ViT [45] |81.01 |22.59 24.22 39.67 71.45|25.27 20.23 40.18 31.62
Nahrawy-swin [24] 73.93|67.72 72.24 89.89 90.71|74.75 31.09 88.18 68.62
Wvolf-CNN [67] 62.92| 3.22 3.73 3.85 2.66 | 3.69 5.00 4.58 8.56
Nodown-stylegan2 [22] | 100 | 0.19 0.03 0.15 0.32 | 3.09 0.27 0.49 8.88
Nodown-progan [22] 99.82123.56 1.18 11.60 0.00 |28.10 2.12 11.35 36.24
Spectrum-pixel [26] 98.91| 2.23 12.34 31.26 5.68 | 3.34 7.60 0.88 0.48
Spectrum-stageb [26] [98.58| 5.75 15.40 2.09 11.44| 5.63 20.16 16.54 29.76

CNNSpot [82] 99.44| 043 1.12 0.12 0.16 | 0.65 2.21 0.11 2.80
Commercial Detectors

Nluminarty [34] 92.72 |1 66.45 80.52 81.49 90.47| 1.42 31.09 61.29 65.01

sightengine [70] 98.72(96.40 95.84 99.04 100 |95.76 25.12 93.40 43.76

Is it AI? [30] 77.20|74.10 72.65 77.50 77.62|61.63 32.49 65.40 32.57

Content at Scale [90] |75.03|24.13 24.87 40.17 71.28|25.90 23.83 41.10 50.40
Fake Image Detector [20]| 35.57 |61.41 49.87 47.28 76.22|86.74 60.87 61.36 68.03

5 Benchmarking Al-image detectors

In this section, we assess the performance of state-of-the-art Al image detectors.
Commercial Detection Services. Due to the widespread concerns about the
misuse of Al-generated images, there has been a strong demand for professional
services that can distinguish between human-generated and Al-generated im-
ages. Multiple service providers are active in this market. They claim high de-
tection accuracy and have been employed across several industries, including
social media and review sites. Most of these detectors provide user-friendly web
interfaces for general users. In this work, we choose the detectors that provide
APIs for professional users: Hlluminarty [34], Sight Engine [70], Is it AI? [30],
Content at Scale [90], and Fake Image Detector [20].

Open-source Detectors.We choose the following open-source detectors that
are available on GitHub or Hugging Face: SDXL [56] (Organika-ViT), Umm-
maybe [45] (umm-maybe-ViT), Al-or-not [24] (Nahrawy-swin), Deepfake based
CNN Detector by Rudolf Enyimba [67] (Wvolf-CNN), GAN based detector by
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Fig. 3. Fl-score (%) of ResNet-50 trained and evaluated on different subsets.

Gragnaniello et al. [22] (Nodown-stylegan2, Nodown-progan), Beyond the Spec-
trum detector by He et al. [26] (BeyondtheSpectrum-pixel, BeyondtheSpectrum-
stageb), CNNSpot detector by Wang et al.[82] (CNNSpot).

Experiments. We evaluate the models on the ARIA dataset on an RTX4060T1i
GPU. For the commercial detectors, we invoke their APIs with the default set-
tings. For the open-source detectors, we use the pre-trained models shared by the
authors on GitHub or Huggin Face. Open-source detectors usually return two
values for each image: a label of “human” or “artificial” and a confidence level
in [0, 1]. Most detectors return confidence levels of 95% or higher for more than
80% of the testing images, while the confidence drops to below 75% for fewer
than 8% of images. We evaluate the detectors with all the human-generated and
Al-generated images in the ARIA dataset. The results are shown in Table [4]
Results and Analysis. From the results reported in Table |4, we have the
following observations: (1) The open-source detectors provide unsatisfactory de-
tection accuracy, i.e., mostly below 70% in detecting Al images. For reference,
an accuracy of 50% on this binary classification task is equivalent to random
guesses. (2) For open-source detectors, there is a clear trade-off in the detection
accuracy of human images and Al images. That is, a higher accuracy for human
images almost always leads to a lower accuracy for Al images. (3) Most of the
detectors also have a strong tendency to label most of the images as human-
generated, indicating a potential bias and limitation of current detection tools.
(4) Some commercial detectors provide better performance and a better balance
between the accuracy of human and Al images. (5) Most of the commercial de-
tectors perform worse on IT2I images. This could be explained by the fact that
seed images were used in generating the IT2I images, which resulted in higher
similarity between human and IT2I images. In particular, some generators, such
as Dream Studio, produced IT2I images that appear almost identical to the seed
images, despite a 50%-50% image-text ratio being set.

We further adopted a ResNet-50 model [25] for Al image identification. We
trained and tested the model on ARIA data from each generator and each gener-
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ation mode (T2I or IT2I). For each subset, we allocated 70% of data for training
and 30% for testing, ensuring no overlap between the two. Additionally, we
maintained the same testing data throughout our cross-validation to preserve
consistency and reliability in our results. The results of the 8x8 cross-validation
are shown in Figure [3] The model gives the highest F'1 scores when it is trained
and tested with the same generator-+mode combination. However, the F1-score
decreases when the testing data deviates from the training data, even by just
switching the generation mode with the same generator. Upon reviewing our test-
ing results, we observed that this decline is more pronounced in Al-generated
images, while the accuracy for real images remains consistently high across all
tests, due to all models being trained on the same human images. This also might
be another reason why the commercial and open-source detectors perform better
on real images beyond bias, as there are many real image datasets available for
training, but datasets for Al-generated images are not comprehensive enough,
highlighting a gap in detector training resources.

We do not compare our classifier with the open-source/commercial detectors.
Such comparisons would not be fair since they are not trained on ARIA data.

6 Discussions

Security Analysis of the Adversarial AT Art. In a practical attack, the
adversary may generate images that match the attack scenario by simply pro-
viding suitable prompts. Such generation is particularly effortless and effective,
especially since attackers have the advantage of selecting the most convincing
images from many generated choices. Our user study also revealed that identi-
fying these Al-generated images by human eyes is highly challenging, with an
average accuracy below 65%. The detection performance also depends on various
factors like the image content, generation methods, and the generator. Although
tools like Sight Engine appear to be effective in detecting Al images, most other
detectors available to the general public fall short. Furthermore, in real-world
scenarios, detectors are typically used only when the image already triggers sus-
picion, which appears to be unlikely for most of the AI images. In summary,
adversarial Al-art poses real challenges to the community, while highly effective
and practical solutions are still on the way. Finally, we also hope to stimulate
awareness among the users who may fall victim to such attacks.

Limitations. With the rapid evolution of Al models, our dataset might become
less representative over time. However, the performance issues in state-of-the-art
detectors suggest the continued relevance of our findings. Budget constraints lim-
ited our use of more expensive detectors like AlorNot. Although we strive to en-
sure our real image dataset’s authenticity, the possibility of encountering edited
(photoshopped) images cannot be entirely ruled out. However, the distinction
between edited images and Al-generated images does not fundamentally impact
our research goals, as they represent different types of data manipulation. Last,
our user study could be limited that it does not place the AI/Human-generated
images in a practical context, e.g., a news page with an Al image, to examine the
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users’ responses, nor does it examine if the AT images that fooled the detectors
have a better chance to fool the human users.

Future Work. It is our plan to enhance the comprehensiveness and utility of
ARIA, including but not limited to adding more image categories and improving
the quantity. Additionally, conducting a qualitative study about participants’
cognitive reasoning process or expanding the range of survey participants could
also be valuable, and help to improve the identifiability of Al-generated images.

7 Related Work

Al-generated Image Dataset. The majority of existing works on Al-generated
images concentrated on GAN-based deepfakes [66I82]. Recent studies pay atten-
tion to diffusion-based models. Fake2M [44], DE-FAKE [69], DiffusionForensics
[85], CiFAKE [6], ArtiFact [61] and Genlmage [99] are based on conventional
real-life datasets like scenes (LSUN [96]), objects (MSCOCO [41], CIFAR10 [37],
ImageNet [13]), or faces (CelebA-HQ [31]). WildFake [28] and DiffusionDB [86]
include fake images sourced from open-source websites or servers. All these works
serve general purposes. DDDB [83] and [23] studies Al-generated artworks. Our
dataset is unique in three ways: (1) We employ a systematic approach for prompt
design to enhance the association between human-generated and Al-generated
images. In contrast, many datasets use simple prompts like “photo of label"
[99/85], leading to simple and heterogeneous image content. (2) ARIA focuses
on the adversarial applications of Al images that pose practical risks in the real
world. (3) The existing datasets mainly focus on T2I images, and ours incorpo-
rates both T2I and IT2I generation.

Al-generated Image Detection. The subtle imperfections in Al-generated
images often escape human detection [7]. However, they may be identified through
sophisticated techniques such as edge detectors, quality metrics, and frequency
analysis [34/50/98]. Furthermore, invisible signatures such as camera CFA pat-
terns have been exploited to differentiate camera-generated images from Al-
generated images [63]. Additionally, anomalies such as improper alignment with
the rest of the image [39/40], inconsistent lighting [77], and differences in image
fidelity [35] also aid in recognition. Systems in [82I63] finetuned pre-trained mod-
els such as ResNet-50 [25] and ConvNext-S [43]. [53] trains the last linear layer
of CLIP-ViT-L [59]. [94] developed a network consisting of both residual and
content features to capture textural differences, particularly in low-frequency
areas. In Section [} we show that the state-of-the-art Al image detectors provide
unsatisfactory performance on the ARIA dataset.

The study in [23], independently performed from our work, is the most similar
to this project. They collected a dataset for (copyrighted) artworks and tested
the identifiability with automatic detectors and human evaluators. Our work is
more diverse and comprehensive in the following aspects: (1) their dataset solely
covers art style imitation, which is one of our three distinct attack scenarios. (2)
The ARIA dataset will be openly shared with the research community for future
AIGC research, while the dataset in [23] contains proprietary artworks that are
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unlikely to be shared. (3) Our dataset, ARIA, is significantly larger with 144K
images compared to 630 in [23]. The size of the ARIA dataset will facilitate the
adoption of DNNs in Al-art detection. (4) We have recruited a highly diverse
group of participants in the user study, which better represents the range of
potential real-world victims of adversarial Al art.

8 Copyright and Ethical Considerations

Copyright and License of Used Datasets. The ‘Art’ dataset [29] was shared
under a CC-BY-NC-SA 4.0 license, allowing “/a/dapt — remiz, transform, and
build upon the material”. The ‘Ins’ dataset [46] was labeled as public domain
under CCO0 1.0 Deed, which “dedicated the work to the public domain by waiving
all of his or her rights to the work worldwide under copyright law ...”. The ‘Dis’
dataset did not come with any license. The ‘Pixiv’ and ‘News’ datasets both
contain copyrighted images. We use these three datasets under the Fair Use
clause for teaching, scholarship, and research (Section 107 of the Copyright Act).
We provide links to them instead of re-sharing them in the ARIA dataset.
Copyright and License of Generated Images. For Al-generated images,
all four platforms’ policies explicitly declare that the creator of the images (i.e.,
the authors of this paper) owns them. For instance, Midjourney claims that
“subscribers own all the images they’ve created, even if their subscription has
expired, and they’re free to use those images however they’d like” [47]. DALL-
E’s Content Policy states that “[slubject to the Content Policy and Terms, you
own the images you create with DALL-E, including the right to reprint, sell,
and merchandise — regardless of whether an image was generated through a free
or paid credit” [54]. Based on the content policies of the tools, we, therefore,
assert the ownership of all Al-generated images in the ARIA dataset. We share
them with the research community under the CC-BY-NC-SA license at https:
//github.com/AdvAIArtProject/AdvAIArt.

Human Subject Research.The user studies presented in the paper were re-
viewed and approved by the Human Research Protection Program at the Uni-
versity of Kansas under STUDY00151343.

9 Conclusion

In this paper, we make a systematic attempt at understanding and detecting
adversarial Al art. We first introduce the ARIA dataset, which contains over
120,000 AT images categorized into five categories representing three distinct
attack scenarios. We present a user study to evaluate if human users can distin-
guish between human-generated and Al-generated images. We further present a
benchmark analysis of open-source and commercial Al detectors, together with a
ResNet model trained from scratch using the ARIA dataset. The findings reveal
significant challenges for both humans and Al systems in accurately identify-
ing Al-generated content, underscoring the need for advanced strategies to cope
with the potential risks introduced by Generative Al
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