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EECS730: Introduction to Bioinformatics

Lecture 05: Index-based alignment algorithms



Real applications of alignment

• Database search

• Assume we have a gene g and a genome G, and we want to find the 
homolog of g in G

• Smith-Waterman algorithm (local alignment) would take O(g*G) time.

• Even more ambitious, if you want to search g against all homologs 
from a collection of genomes…

• As of 2014, there are 157,943,793,171nt (~160 billion) being 
registered in the database NCBI NT (non-redundant nucleotide).



Naïve Smith-Waterman

The entire genomic database

Our 
new 
gene

104

1011 - 1012

• Given a newly discovered gene,
• Does it occur in other species?
• How fast does it evolve?



Let’s try a shorter one…

>gi|57013850|sp|P69905.2|HBA_HUMAN RecName: Full=Hemoglobin subunit alpha; AltName: 
Full=Alpha-globin; AltName: Full=Hemoglobin alpha chain 
MVLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHFDLSHGSAQVKGHGKK
VADALTNA 
VAHVDDMPNALSALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASV
STVLTSK YR



Different flavors of BLAST

• BLASTN: nucleotide to nucleotide

• BLASTP: protein to protein

• BLASTX: nucleotide to protein; finding protein that is encoded by the 
query

• TBLASTX: nucleotide to nucleotide; finding nucleotide sequences that 
code for the same/similar protein

• TBLASTN: protein to nucleotide; finding nucleotides that code for the 
query



Index-based searches
(BLAST- Basic Local Alignment Search Tool)

Main idea:

1. Construct a dictionary of all the words in the 
query

2. Initiate a local alignment for each word match 
between query and DB

Running Time: O(MN)

However, orders of magnitude faster than 
Smith-Waterman

query

DB



Words

• A k-long sequence fragment

• It is also called k-mer

• Intuition: if we require a k-mer to initialize the alignment, we can 
expect to speedup the alignment by a^k times (a is the size of the 
alphabet, 4 for DNA and 20 for protein), given that the distribution of 
different k-mers are uniform 



The indexing scheme

Dictionary:

All words of length k (11-13, tunable)

Alignment initiated between k-mer
matches

Alignment:

Ungapped extensions until score 

below statistical threshold

Gapped extension until score below

statistical threshold

Output:

All local alignments with score 

> statistical threshold query

……

……

query

DB

scan
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Example:

k = 4

The matching word GGTC 

initiates an alignment

Extension to the left and right with 

no gaps until alignment falls < 

T below best so far

Output:

GTAAGGTCC

GTTAGGTCC
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Gapped extensions

• Extensions with gaps in a band 
around anchor

• Terminates after significant 
score drop-off

Output:

GTAAGGTCC-AGT

GTTAGGTCCTAGT



Sensitivity/Speed tradeoff

long words

(k = 15)

short words

(k = 7)

Sensitivity 

Speed 

Kent WJ, Genome Research 2002



Using gapped seeds

• To allow variations in between

……ATAACGGACGACTGATTACACTGATTCTTAC……

……GGCACGGACCAGTGACTACTCTGATTCCCAG……



The BLAST configuration



Gapped seeds

Kent WJ, Genome Research 2002



Inexact matches

• Pre-building high-scoring k-mer pairs allowing mismatches

• Rescue homologs without long stretches of perfect matches

• More being used in protein alignment

……ATAACCGACCGTTAC……

……GGCACGGACAGTTCC……



Inexact matches

Kent WJ, Genome Research 2002



Reduced alphabet

Ye et al. BMC Bioinformatics, 2011



Choice of reduced alphabet in seeding

Ye et al. BMC Bioinformatics, 2011

Percentage of related alignment sharing the seed Percentage of related alignment sharing the seed
log

Percentage of unrelated alignment sharing the seed



Patterns

• Non-consecutive words

• Increase the probability of at least one hit while reduce the number of hits

On a 100-long 70% conserved region:
Consecutive Non-consecutive

Expected # hits: 1.07 0.97
Prob[at least one hit]: 0.30 0.47

3 seeds 2 seeds

pattern

No 5-mer perfect matches



Patterns

11 positions

11 positions

10 positions

Note that using patterns less seeds will be generated, so it is also faster!!!



Variants of BLAST

• NCBI BLAST: search the universe http://www.ncbi.nlm.nih.gov/BLAST/

• MEGABLAST:
• Optimized to align very similar sequences

• Works best when k = 4i  16

• Linear gap penalty

• WU-BLAST: (Wash U BLAST)
• Very good optimizations

• Good set of features & command line arguments

• BLAT
• Faster, less sensitive than BLAST

• Good for aligning huge numbers of queries

• CHAOS
• Uses inexact k-mers, sensitive 

• PatternHunter
• Uses patterns instead of k-mers

• BlastZ
• Uses patterns, good for finding genes

http://www.ncbi.nlm.nih.gov/BLAST/


BLAST statistics

• Score matrices used to seek local alignments of variable length should 
have a negative expected score. Otherwise the alignment will span 
over the entire sequence (good alignment score even for random 
sequences).

• ∑pi*pj*Si,j < 0; pi is the frequency of character i; pj is the frequency of 
character j; and Si,j is the score for substituting character i with j.  



Log odds score

• Let Si,j be the scaled (to integers to facilitate score computation) log-
odds likelihood for substituting i with j.

• Si,j = ln(qi,j / pi*pj) / λ; qi,j is the frequency of substituting i with j; λ is a 
scaling parameter that converts the score back to the “probability” 
space.

• Find the appropriate value for λ



Finding λ

• We know that the sum of all qi,j should be 1. 

• Recall that Si,j = ln(qi,j / pi*pj) / λ

• qi,j = pi*pj*e^(λ *Si,j); and f(λ) = ∑ pi*pj*e^(λ *Si,j) = 1.

• We know that λ is always a solution, i.e. f(0) = 1

• f’(0) = ∑ pi*pj* Si,j < 0 (the negative expected score assumption)

• f’’(λ) = ∑ pi*pj* (Si,j )^2*e^(λ *Si,j) > 0



Sketching the function

1

f(λ)

λ



The E-value

• Given a particular scoring system, how many distinct local alignments 
with score ≥ S can one expect to find by chance from the comparison 
of two random sequence of lengths m and n? The answer, E(S,m,n), 
should depend upon S, and the lengths of the sequences compared.

• If we double the size of m, we will get twice more local alignments; if 
we double the size of n, we will also get twice more local alignments.

• E(S,m,n) is proportional to m*n



Frequency of observing a stretch of alignment

• 1/Π (qi,j / pi*pj) = e^(-log(Π (qi,j / pi*pj) )) = e^(-∑log(qi,j / pi*pj))

• e^(-∑log(qi,j / pi*pj)) = e^(-∑ λ *Si,j) = e^(-λ * ∑Si,j) = e^(-λ * S) 

• E(S,m,n) is proportional to e^(-λ * S) 



The E-value

• E(S,m,n) is proportional to m*n

• E(S,m,n) is proportional to e^(-λ * S) 

• E(S,m,n) = K * m * n * e^(-λ * S) 

• K can be determined through simulation



With gaps

• The theory is provably valid only for 
local alignments without gaps. 

• However, although no formal proof is 
available, random simulation suggests 
the theory remains valid when gaps 
are allowed, with sufficiently large gap 
costs. 

• In this case, no analytic formulas for 
the statistical parameters λ and K are 
available, but these parameters may 
be estimated by random simulation.

https://wwwold.cs.umd.edu/class/fall2011/cmsc858s/Local_Alignment_Statistics.pdf


