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http://bibiserv.techfak.uni-bielefeld.de/sadr2/databasesearch/hmmer/profileHMM.gif



Information from multiple sequence alignments

• Protein/Gene family: homolog, ortholog, paralog, and xenolog

• Usually homologs are rooted form the same gene, diverged during 
evolution, and have similar biological functions

• Multiple alignments of homologous sequences usually reveal 
important sequence feature of the protein family and indicate its 
function

• We have discussed in the previous class how to build multiple 
sequence alignments from a set of homologous sequences 



The revised homolog detection problem
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The revised homolog detection problem

• Input: a set of homologous sequences from the same protein family, 
and a unannotated protein sequence

• Output: the likelihood that the unannotated protein sequence is also 
from the protein family

• Naïve solution: perform pairwise alignment between each sequence 
in the family with the unannotated protein sequence

• It could be very slow, and it may not reflect true homology



Can we summarize information of a protein family from MSA?



An intuitive way is to summarize column-wise frequency

https://en.wikipedia.org/wiki/Position_weight_matrix



Using the Position Specific Scoring Matrix

• Modified matching scores
• Sum(pi,j * score(j, a))

• Keep the original setup for the gap penalty

• RPS-BLAST

• The gaps are not handled well, we need more advanced model to 
account for gaps

https://upload.wikimedia.org/wikipedia/commons/8/
85/LexA_gram_positive_bacteria_sequence_logo.png



Introducing the Markov Model

• First-order Markov Chain

M = (Q, p, a)

Q – finite set of states, say |Q|= n 
a – n x n transition probability matrix

a(i,j)= Pr[q t+1=j|g t=i]
p – n-vector, starting probability vector p(i) = Pr[q 0=i]
For any row  of a the sum of entries = 1
Sp (i) = 1



Hidden Markov Model (HMM)

Hidden Markov Model is a Markov model in which one does not 
observe a sequence of states but results of a function prescribed on 
states – in our case this is emission of a symbol (amino acid or a 
nucleotide).

States are hidden to the observers.



Emission probabilities

• Assume that at each state a Markov process emits (with some 
distribution) a symbol from alphabet S.

• Rather than observing a sequence of states we observe a sequence of 
emitted symbols.

Example:

S ={A,C,T,G}. Generate a sequence 

where A,C,T,G have frequency p(A) 

=.33, p(G)=.2, p(C)=.2, p(T) = .27 

respectively

A  .33
T  .27
C  .2
G  .2 

1.0

one state
emission probabilities



HMM

HMM is a Markov process that at each time step generates a symbol from 
some alphabet, S,  according to emission probability that depends on state.

M = (Q, S, p, a, e)

Q – finite set of states, say n states ={q0,q1,…}

a – n x n transition probability matrix: a(i,j) = Pr[q t+1=j|g t=i]

p – n-vector, start probability vector: p (i) = Pr[q 0=i]

S = {s1, …,sk}-alphabet

e(i,j) = Pr[ot=sj|qt = i]; ot –tth element of generated sequences

= probability of generating oj in state qi (S=o0,…oT the output sequence)



Occasionally dishonest casino



Summarizing MSA using HMM

If we simply consider MSA columns without gaps
This is equivalent to PSSM

Eddy et al. Biological Sequence Analysis, Cambridge Press



MSA to HMM

• Considering the Insertions

Eddy et al. Biological Sequence Analysis, Cambridge Press

Affine gap penalty



MSA to HMM

Eddy et al. Biological Sequence Analysis, Cambridge Press

Affine gap penalty



MSA to HMM, the complete model

Eddy et al. Biological Sequence Analysis, Cambridge Press



How many states should we have

• The number of matching state is usually determined as the number of 
columns who have non-gap majority

• Number of insertion and deletion states determined correspondingly



Computing the parameters

• Emission probability

• Transition probability

Eddy et al. Biological Sequence Analysis, Cambridge Press



How to align MSA profile to a sequence

Eddy et al. Biological Sequence Analysis, Cambridge Press



Time complexity

• O(MN), where M is the number of states in HMM and N is the length 
of the observed sequence



Viterbi algorithm for generalized HMM

Eddy et al. Biological Sequence Analysis, Cambridge Press



Time complexity

• O(M2N), where M is the number of states in HMM and N is the length 
of the observed sequence



Limitation of the Viterbi path

Eddy et al. Biological Sequence Analysis, Cambridge Press



Forward-backward algorithm

• Using Viterbi algorithm, we can calculate the most probable parse of 
the observed sequence given the HMM

• However, in many cases we want to calculate all probable parses that 
can give rise to the observed sequence given the HMM

• This can be very useful when there are many suboptimal paths that 
are nearly as good as the most probable path

• We can compute is using the Forward algorithm



Forward algorithm

Eddy et al. Biological Sequence Analysis, Cambridge Press



The need for decoding

• What is the probability that an observed character comes from a 
given state???

Eddy et al. Biological Sequence Analysis, Cambridge Press



Backward algorithm

Eddy et al. Biological Sequence Analysis, Cambridge Press



Decoding

Eddy et al. Biological Sequence Analysis, Cambridge Press
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