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Abstract—Single sign-on (SSO) becomes popular as the identity
management and authentication infrastructure in the Internet.
A user receives an SSO ticket after being authenticated by the
identity provider (IdP), and this IdP-issued ticket enables him to
sign onto the relying party (RP). However, there are vulnerabili-
ties (e.g., Golden SAML) that allow attackers to arbitrarily issue
SSO tickets and then sign onto any RP on behalf of any user.
Meanwhile, several incidents of certification authorities (CAs)
also indicate that the trusted third party of security services
is not so trustworthy as expected, and fraudulent TLS server
certificates are signed by compromised or deceived CAs to launch
TLS man-in-the-middle attacks. Various approaches are then
proposed to tame the absolute authority of (compromised) CAs,
to detect or prevent fraudulent TLS server certificates in the
TLS handshakes. The trust model of SSO services is similar to
that of certificate services. So this paper investigates the defense
strategies of these trust-enhancements of certificate services,
and attempts to apply these strategies to SSO to derive the
trust-enhancements applicable in the SSO services. Our analysis
derives (@) some security designs which have been commonly-
used in the SSO services or non-SSO authentication services,
and (b) two schemes effectively improving the trustworthiness of
SSO services, which are not widely discussed or adopted.

Index Terms—Single Sign-On, Trust Management, Certificate,
Public Key Infrastructure, Trusted Third Party.

I. INTRODUCTION

Single sign-on (SSO) services have become the very popular
identity management and authentication infrastructure in the
Internet. For example, Google, PayPal, Facebook, Microsoft,
Alibaba and Tencent provide their SSO services, which allow
a user to sign onto millions of network systems with the same
account using the SSO protocols such as OpenID Connect [1]
and SAML with WS-Security [2] in SOAP [3]. In order to sign
onto a relying party (RP), a user is first authenticated by the
identity provider (IdP), and then request a ticket from the IdP
(e.g., an assertion in SAML or id-token in OpenID Connect,
which is signed by the IdP). This ticket is forwarded to the
target RP. After verifying the validity of the SSO ticket, the
RP allows the bearer of the ticket (i.e., the authenticated user)
to sign on as the account enclosed in the ticket. Alternatively,
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in the authorization code flow of OpenID Connect [1], the
authenticated user forwards a random authorization code to
the target RP, and the RP uses it to obtain the signed id-token
(or ticket) from the IdP.

An IdP in the SSO services takes a very similar trusted role
as a certification authority (CA) in public key infrastructures
(PKIs), which signs certificates to provide security guarantees
(such as authentication, confidentiality, and non-repudiation)
for various PKI-based applications [4]. By accepting the SSO
tickets issued by an IdP, an RP deputes its user authentication
to the IdP. Similarly, trusting the CAs, a browser establishes
secure channels with the web servers after verifying the CA-
signed TLS server certificates. At the same time, the security
of IdPs in SSO services and CAs in certificate services,
depends on their controls and protections of the private keys
to issue SSO tickets and PKI certificates, respectively.

Since an IdP is authorized to authenticate all users for
any RP trusting the IdP, it is becoming an attack target
of interest [5]-[8]. Moreover, there exist vulnerabilities that
allow attackers to compromise the IdP to issue SSO tickets
arbitrarily. For example, in the golden SAML attack [5],
the adversaries only need an unprivileged user account of
Microsoft Active Directory Federation Services to access the
private key to issue fraudulent SSO tickets (i.e., a verifiable
ticket enclosing the account of an victim user). Then, such
fraudulent SSO tickets allow the attackers to sign onto online
applications on behalf of any victim user.

While it is widely recognized that no perfect operating
system or software is available to provide online services,
security incidents of trusted third parties are disclosed. For
example, several well-known CAs, which are accredited to
provide publicly-trusted certificate services, were intruded or
deceived to sign fraudulent TLS server certificates [9]-[12],
which contained well-formatted but incorrect or fake informa-
tion. These fraudulent certificates are exploited to launch TLS
man-in-the-middle (MitM) attacks to intercept and decrypt the
private data of victims. These incidents of CAs imply that
an online IdP might be compromised or intruded to issue
fraudulent SSO tickets. Moreover, fraudulent SSO tickets are
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much more difficult to detect than fraudulent TLS server
certificates, because they are forwarded only to a particular
RP, valid for a very short period of time (e.g., 3 to 5 minutes),
and transmitted over private channels such as HTTPS.

Security-enhanced mechanisms are designed to mitigate the
risk by malicious or compromised third parties that were fully
trusted in the past. Various schemes are proposed to tame the
absolute authority of CAs in the PKI ecosystem and reduce the
damages due to fraudulent TLS server certificates, including
public key or certificate pinning (e.g., HPKP [13] and TACK
[14]), public logging (e.g., certificate transparency [15] and
ARPKI [16]), restricted scopes of services (e.g., CAge [17]
and Certlock [18]), multi-path verification (e.g., DoubleCheck
[19] and Perspectives [20]), subject-controlled policies (e.g.,
DANE [21] and PoliCert [22]), and multi-authority certifica-
tion (e.g., PoliCert [22] and ARPKI [16]). These approaches
are designed based on very different defense strategies, to
improve the trustworthiness of certificate services.

In this paper, we attempt to follow each of the different
defense strategies of these trust-enhancements for certificate
services, to investigate the trust-enhancements of SSO a-
gainst potentially compromised IdPs. We survey the existing
trust-enhancements for certificate services, and summarize
the principal defense strategies based on the detailed trust-
enhancements. Then, by applying each strategy to the SSO
services, we derive tentative security designs. Our analysis
shows that some derived schemes have been commonly adopt-
ed to authenticate users, which may be in SSO or non-SSO
scenarios. More importantly, we derive two schemes called
ticket synchronization and ticket transparency, as the new can-
didate trust-enhancements against the potentially compromised
IdPs of SSO. The advantages and shortcomings of these two
schemes are also discussed.

Contribution. We summarize the defense strategies of trust-
enhancements of certificate services, and apply these strategies
to SSO services. Then, different schemes against fraudulent
SSO tickets are derived and analyzed. Among the derived
schemes, ticket synchronization is presented for the first time
against fraudulent SSO tickets. To the best of our knowledge,
this is the first attempt to systematically investigate the prob-
lems caused by compromised IdPs in SSO services.

II. THE TRUST-ENHANCEMENTS OF CERTIFICATE
SERVICES

Different kinds of incidents cause accredited CAs to sign
fraudulent certificates, including network intrusions [9]-[12],
reckless identity validations [23]-[26], mis-operations [27]—
[29], or even government compulsions [30], [31]. A fraud-
ulent TLS server certificate binds a domain name (e.g.,
www.facebook.com or www.hotmail.com) to a key pair held
by the man-in-the-middle (MitM) attackers, but not the legiti-
mate web server. These serious incidents in the real world im-
ply that even an accredited signing system that is implemented
in well-protected organizations, could still be compromised
to sign fraudulent messages, which contain well-formatted
and verifiable but incorrect or misleading data. Consequently,

various trust-enhancement schemes against compromised CAs
are then proposed as follows.

A. The Existing Schemes against Compromised CAs

The basic idea of pinning is that a TLS client (e.g., a
browser) by itself maintains the relevant certificates or public
keys of the visited domain (i.e., pins certificates or public keys
locally) [32]. Pinning works at the level of HTTP or TLS.
HPKP [13] enables an HTTP server to instruct the browsers
to locally pin its certificates. The following certificates may
be pinned for a domain [13]: (a) the TLS server certificates;
and (b) the certificate(s) of the intermediate and/or root CAs
to verify the server certificate. Then, the pinned certificates
are used to verify the TLS server certificates in the future,
in addition to the standard validation of certificate chain [33].
TACK [14] defines TLS extensions to enables a TLS server
to pin another public key in clients. Then, this TACK key is
used to assert the authenticity of the TLS server certificate by
the server itself (i.e., sign the certificate again).

Certificate transparency [15] is proposed to improve the
accountability of certificate signing. After signing a certificate,
the CA submits it to a log server, and the log server responds
with a signed certificate timestamp (SCT), which is a promise
to record the certificate in publicly-visible logs. A TLS server
presents the SCTs along with its certificate in TLS handshakes;
otherwise, browsers reject the TLS server certificate. Then,
the web server regularly searches for all certificates binding
its domain in the public logs, to detect possible fraudulent
certificates among them.

In the traditional web PKI, a CA is authorized to serve any
domains. For example, a root CA certificate pre-installed in
Windows [34], Apple [35] or Mozilla [36] is used to verify
any TLS server certificate received in the platform. Thus, once
the attackers compromise the weakest publicly-trusted CA,
they could issue fraudulent certificates binding any domain.
CAge [17] and Certlock [18] restrict the scopes of certificate
services of a certain CA in different ways. CAge specifies the
restriction rules on the set of TLDs for which each CA is
assumed to issue certificates. The rules are derived based on
1.95 million valid certificates issued by more than 1,200 CAs
for 2.55 million domains. Certlock enforces another restriction
that the country of the CAs issuing TLS server certificates for
a domain does not change in the future. The rules are enforced
on TLS clients when a server certificate is being verified.
Warnings are displayed to the users, when the browser receives
any TLS server certificate violating the restriction rules.

Perspectives [20] and Convergence [37] introduce a set of
independent notaries, which fetch and maintain the certificates
(or public keys) of network services. When a client is verifying
the certificate of a network service, it also retrieves the
records from the notaries and compares them with the one
received directly from the server. In order to eliminate the
user privacy (i.e., the history of visiting activities) leaked to
the notaries, DoubleCheck [19] requires the TLS client to
establish extra anonymous Tor links to receive another copy
of the server certificate, and compare these certificates from
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TABLE I
THE DEFENSE STRATEGIES OF DIFFERENT TRUST-ENHANCEMENTS OF
CERTIFICATE SERVICES

TABLE II
THE MAPPING BETWEEN SSO SERVICES AND CERTIFICATE SERVICES

SSO Service Certificate Service

Defense Strategy Description Third trusted party 1dP CA
Pinning The certificate is maintained by the TLS Certified entity Authenticated user TLS server

clients locally. Certified identity Account Domain
Public logging Each certificate is publicly-visible in the Verified message SSO ticket Certificate

logs. Verifier Target RP Browser
Restricted scopes of services | Each CA serves only some scopes of

domains.

Multi-path verification Multiple copies of the certificate are
obtained from different network paths.
A domain owner specifies the list of
CAs authorized to sign certificates for
its domain.

A certificate is certified and signed by
multiple CAs.

Subject-controlled policies

Multi-authority certification

different network paths. The certificate is accepted, only if the
copies from multiple network paths are identical.

DANE [21] and CAA [38] allow a domain owner to
specify its own certificate policy as DNS resource records.
These subject-controlled certificate policies include: certifica-
tion authority authorization before certificate issuance [38],
and security-enhanced certificate verification based on DNS
security extensions (DNSSEC) [21], [39]. The policies specify
the list of CAs authorized to sign certificates for the domain,
and sometimes even the detailed list of TLS server certificates
issued with the domain owner’s authorization.

Multi-signature certificates are proposed in PoliCert [22]
and ARPKI [16]: a certificate is certified and signed by multi-
ple independent CAs. PoliCert encodes the subject certificate
policies as a multi-signature certificate, while ARPKI inte-
grates multi-signature certificates with redundant logs, among
which publicly-logged certificates are synchronized.

B. The Defense Strategies of Trust-Enhancements

Table I summarizes the principal defense strategies of differ-
ent trust-enhancements. We describe these defense strategies
as follows. It is worthy noting that some trust-enhancement
schemes integrate several strategies, such as TACK [14],
PoliCert [22] and ARPKI [16]. TACK instructs the TLS clients
to pin a TACK key, to verify the extra signature of the server
certificate, which can be viewed as a subject certificate policy.
PoliCert and ARPKI integrate multi-signature certificates, with
subject certificate policies and publicly-logged certificates,
respectively.

Strategy-A: Pinning. The certificates (or public keys) of a
TLS server are maintained and pinned locally by clients [13],
[14]. Then, mis-matched certificates are detected or rejected
by the TLS clients.

Strategy-B: Public logging. All certificates are required to be
publicly-visible [15], [16], and then any fraudulent certificate
will be detected by the domain owner.

Strategy-C: Restricted scopes of services. A CA is restricted
to serve only some scopes of domains, and the rules are
enforced in browsers [17], [18]. A certificate violating the rules
will trigger browser warnings.

Strategy-D: Multi-path verification. A server certificate
received in TLS handshakes, is compared with other copies
fetched from different paths such as extra links by notaries
to the visited server [20], [37] or anonymous Tor links [19].
Then, the certificate is accepted only if they are identical.

Strategy-E: Subject-controlled policies. The certificate sub-
ject (or domain owner) specifies its certificate policies or
confirm its certificates in different forms, such as DNS re-
source records [21], [38], subject-policy certificates [22], and
TLS extensions [14]. A certificate violating these policies is
considered as invalid or suspicious.

Strategy-F: Multi-authority certification. A certificate is
confirmed and signed by multiple independent CAs [16], [22],
so that a compromised CA is unable to issue fraudulent
certificates arbitrarily by itself.

III. THE TRUST-ENHANCEMENTS OF SINGLE SIGN-ON

In this section, we compare the SSO services and the cer-
tificate services, and present the threat model and design goal
of the trust-enhancements of SSO. Then we apply the defense
strategies of the trust-enhancements of certificate services to
SSO. Finally, the derived tentative trust-enhancement schemes
for SSO services are analyzed one by one.

A. The Comparison of SSO Services and Certificate Services

The SSO scenario consists of an IdP, a number of users and
multiple RPs. The IdP issues an SSO ticket after authenticating
a user, and then the user forwards this ticket to the target
RP directly or indirectly. The RP allows the bearer of an
SSO ticket to sign on as the account enclosed in the ticket,
after verifying the ticket. An SSO ticket typically includes: the
account of the authenticated user, the identity of the target RP,
the validity period, and usually a nonce against replay attacks.

In the SSO scenario, the IdP plays a similar role of trusted
third party as a CA in certificate services: the verifier (i.e.,
the target RP in SSO services or the browser accepting TLS
server certificates) depends on the information enclosed in the
certified messages (i.e., SSO tickets or certificates), to finish
its security functions. An RP accepts the SSO tickets as the
outputs of trusted authentication services, while a browser
uses the TLS server certificates to establish secure channels
cryptographically. Table II lists the mapping between the
components of SSO services and those of certificate services.
This mapping helps us to apply the defense strategies from
the certificate services to the SSO services.

The major difference is that a certificate is always valid
within its validity period (e.g., one year), while an SSO
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ticket is valid only once even within its validity period.
Meanwhile, there is a little difference in the transmission
of verified messages. In the certificate services, a certificate
is always sent by the authenticated TLS server to browsers
(i.e., from the certified entity to the verifier). On the contrary,
in the SSO scenarios, an SSO ticket may be forwarded by
the authenticated user to the RP, or an authorized code is
forwarded to the RP which uses it to obtain the signed SSO
ticket from the IdP by itself [1].

B. Design Goal and Threat Model

Security Goal. The trust-enhancements of SSO attempt to
mitigate the damages by fraudulent tickets, issued by com-
promised IdPs. Such fraudulent tickets allow the attackers to
sign onto the RPs to learn the private data or conduct some
operations on behalf of the victims in the RP.

Since we cannot always prevent a compromised IdP from

issuing fraudulent SSO tickets, a trust-enhancement scheme
may (a) prevent the target RP from accepting such fraudulent
tickets, and/or (b) detect any fraudulent ticket whether it has
been accepted by the RP or not.
Threat Model. We assume that the online IdP might be
compromised or deceived to issue fraudulent SSO tickets,
while the RPs are always trusted because one of our design
goals is to protect the private data in RPs against unauthorized
users (or attackers) exploiting fraudulent tickets. A malicious
RP could access these private data arbitrarily, so we have to
assume trusted RPs.

The authenticated legitimate user acts as specified in the
SSO protocols to forward SSO tickets to the target RP. We
do not specially consider the attacks on legitimate users,
such as password guessing and IdP cookie hijacking [6]. The
RP cannot distinguish such attacks from the one caused by
compromised IdPs, because these attacks indistinguishably
lead to verifiable but fraudulent SSO tickets. A verifiable
SSO ticket, either requested by an attacker on behalf of the
compromised user or issued by a compromised IdP, enables
the bearer to sign onto the target RP. Section IV specially
compares the attacks by compromised IdPs with the ones due
to stolen user authenticators.

C. Applying Different Defense Strategies in SSO Services

We apply the defense strategies of trust-enhancements for
certificate services in Table I to the SSO scenarios, following
the mapping in Table II, to derive the trust-enhancements. In
fact, some derived solutions have been proposed and deployed
in SSO scenarios or even non-SSO authentication services,
some of which are designed against the attacks directly com-
promising the legitimate user.

Strategy-A: Pinning. The certified entity and the verifier (i.e.,
the RP and the user) maintain the tickets by themselves. Thus,
the RP synchronizes a secret sequence number with each
user. The sequence number is initialized by the RP and the
user, without the participation of IdPs. The user locally holds
this secret number, and it is sent along with the IdP-issued
SSO ticket to the target RP. The RP verifies the ticket and

additionally compares the numbers. The sequence number is
updated after each successful sign-on, since each SSO ticket
is valid only once at most while the pinning of a certificate is
updated after it expires.

In the remainder, we call this scheme ticket synchronization,
and it is explained with more details in Section III-D.

Strategy-B: Public logging. Similar to publicly-logged cer-
tificates, each ticket accepted by the RP is logged in public
logs, especially visible to the authenticated user, the account
of which is enclosed in the ticket. Redundant and fault-tolerant
log servers are needed to record each ticket, similarly to the
log servers in certificate transparency [15]. However, it has to
carefully protect the user privacy information in SSO tickets,
because each ticket contains privacy information such as the
service requester (i.e., the user), the service provider (i.e., the
RP), the occurrence time of sign-on activities, etc.

We call it ticket transparency, and Section III-E explains
this scheme with more details.

Strategy-C: Restricted scopes of services. It means that the
service scope of an IdP is restricted. That is, an IdP is allowed
to issue SSO tickets only for certain groups of users, and/or
accepted by certain RPs.

In fact, this restriction has currently been enforced com-
monly in SSO services. For an RP, there is no trusted IdP
by default. Different from a certificate signed by publicly-
trusted CAs [34]-[36] and then accepted by most mainstream
browsers, an SSO ticket is accepted by an RP only after the
RP explicitly configures the list of trusted IdPs [1], [8].

Strategy-D: Multi-path verification. An SSO ticket is com-
pared with another copy obtained from a different network
path, before it is accepted by the RP. On receiving an SSO
ticket from somebody, the RP attempts to obtain another copy
of the ticket by actively connecting to the user, the account of
which is enclosed in the ticket, from a different network path.
Then, two copies of the ticket will be compared.

This scheme is not so practical in the SSO scenarios to
verify each SSO ticket, because it is usually time-consuming
for the RP to establish another extra connection to the user.
Sometimes it is even impossible to establish such connections
to a user, because the user is usually not bound to any global
IP address.

Similar schemes have been proposed and adopted against
stolen user authenticators as follows. For example, when an
authentication service suspects that some user account has
been compromised and an attacker is signing on, the online
service will send a private hyperlink to the email address or
a random code to the mobile-phone number, both of which
are pre-configured by the user. Then, after the legitimate user
confirms this sign-on by clicking the hyperlink or submitting
the random code, the sign-on succeeds.

Strategy-E: Subject-controlled policies. Each user defines its
ticket policy (i.e., the list of IdPs authorized to issue tickets
for it), and the policy is configured in the RPs. Any ticket
violating the policy triggers alerts in the RP.

Such policies are inherently effective in the SSO services,
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and an IdP is authorized to issue SSO tickets only for its
user account. For example, the Google SSO service never
issues tickets for a Facebook account. In fact, similar strategies
are usually enforced by the RPs (but not defined by the
users), but with more intelligent policies. For example, the
RP automatically learns the pattern of each user’s sign-on
activities (e.g., when, from where and how often it signs
onto the RP), and requires extra authentication actions or
even rejects the sign-on once any sign-on attempt violates the
pattern. Besides, the most typical extra authentication action
is the verification via the extra path, as described above.
This strategy is also commonly adopted in non-SSO network
applications, against stolen user authenticators.

Strategy-F: Multi-authority certification. It means that the
RP requires that a user shall be authenticated by multiple IdPs.
That is, an SSO ticket is issued by multiple independently-
operated IdPs cooperatively.

It is not user-friendly, for a user has to be authenticated by
multiple IdPs. In practice, this strategy is sometimes imple-
mented as another form — multi-factor authentication (MFA).
It is worthy noting that MFA does not always work effectively
against a compromised IdP, because the compromised IdP
may issue tickets even when the “user” is authenticated by
no factor, unless some authentication factor is verified by the
RP or another independent IdP.

Potential user-friendly implementations of multi-authority
certification in the SSO scenarios against the compromised
IdP, are as follows. A user authenticates itself to the first IdP
(e.g., by the user password), to sign onto the target RP. When
there are critical operations, the RP (a) requires the user to
present another authentication factor which is verified by the
RP, or (b) redirects the user to another IdP.

Summary. Among these 6 schemes derived from the very
different defense strategies against fraudulent certificates, we
find that 4 schemes have been commonly adopted, while some
of them are not designed specially for the SSO scenarios and
some are proposed against compromised user accounts. Ticket
synchronization derived from pinning and ticket transparency
derived from public logging, have not been commonly adopted
or comprehensively investigated. So, in the next sections, we
analyze these two schemes with more details.

D. Ticket Synchronization

A user synchronizes a secret sequence number with each
RP, typically as a long-term cookie. It is kept by the user and
the RP, but not by the IdP. This cookie is submitted to the RP
along with the SSO ticket, when the user is signing onto the
RP. Then, after verifying the SSO ticket, the RP will compare
the submitted sequence number with the one it stores, and
the user is allowed to sign on only if they match. Moreover,
the sequence number is updated (e.g., increased by a random
value), after each successful sign-on.

Ticket synchronization follows the assumption of trust
on first use, as other trust-enhancement designs (especially
pinning-based solutions) of certificate services [13], [14], [20].

This sequence number is initialized randomly, when a user
registers in the RP and signs on for the first time. Then,
it is synchronized between the user and the RP as above.
Due to the great amount of users, the RP will keep these
sequence numbers in non-volatile storage, along with other
user configurations.

Ticket synchronization is straightforward and effective a-
gainst fraudulent tickets. An attacker attempting to sign on
with a fraudulent ticket, will be detected by the RP because the
attacker does not hold the correct sequence numbers. However,
a legitimate user has to use the same device that keeps the
synchronized number, to sign on the RPs; otherwise, it will
be falsely detected as an attacker.

False positives of ticket synchronization happen when a
legitimate user is signing on from a different device. So the RP
may initiate extra authentication actions (e.g., send a random
code to the pre-configured mobile-phone number and wait for
the user to input this code), when the sequence numbers mis-
match. If this extra stronger authentication fails, the sign-on
attempt is rejected. If the stronger authentication succeeds, the
authenticated user may choose to sign on the RP always from
this new device in the future, and then a new sequence number
is initialized between the user device and the RP.

E. Ticket Transparency

Ticket transparency is proposed recently to record all SSO
tickets in public logs [40], and a ticket is accepted by the
RPs only if it is recorded in public logs. An extra signature
by the log server is sent along with the ticket, and this extra
signature is a guarantee to make the ticket be publicly visible
in the logs. Then, a user is enabled to search for all tickets
with his account in the public logs and detect fraudulent ones
among them in the future. Meanwhile, some mechanisms are
designed to ensure the correct behaviors of log servers [40];
that is, the logs are append-only, and each ticket accepted by
the RPs corresponds to some entry in the logs.

Compared with certificate transparency [15], ticket trans-
parency must carefully deal with the user privacy information
in SSO tickets. The log server can adopt a blind signature
scheme to additionally sign the SSO tickets [40], so that the
ticket content is not disclosed to the log server. Meanwhile, a
Bloom filter is used to generate the non-unique pseudonym
for a user, stored along with each blindly-signed ticket in
public logs. Therefore, when a user suspects there exists
some fraudulent ticket labeled with his account in the public
logs, it attempts to un-blind the ticket entries stored with his
pseudonym, sometimes with the trusted coordinator’s help.
The trusted coordinator is able to un-blind all tickets in the
public logs, because the blinding factors are encrypted using
identity-based encryption (IBE) and the master key of IBE is
held by the coordinator.

Although blind signatures are integrated in the proposed
scheme of ticket transparency [40] to protect the user privacy
information, there are still some user privacy leaked through
the public logs. The attackers may learn a user’s history of
sign-on activities (only the occurrence but no information
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about the RP signed onto) but with a false positive rate, be-
cause the pseudonym is non-unique. Thus, in the future more
privacy-preserving techniques [41]-[43] shall be integrated in
ticket transparency to protect user privacy better.

IV. DISCUSSION

All trust-enhancements against fraudulent tickets issued by
a compromised IdP, are also effective against the attacks
exploiting stolen user authenticators (e.g., password guessing).
Such trust-enhancement schemes try to guarantee that any SSO
ticket is issued with the legitimate user’s participation, and
then an SSO ticket which is issued (a) by a compromised IdP
or (b) to an attacker with stolen user authenticators, will be
rejected or detected. So all schemes discussed in Section III-C,
including ticket synchronization and ticket transparency, may
be applied to mitigate the risk of compromised user accounts.

On the other hand, the defenses for compromised user ac-
counts are not always effective to detect or prevent fraudulent
tickets by compromised IdPs. For example, authentication
revocation [6] is proposed to mitigate the damages caused
by the IdP cookie hijacking in the SSO scenarios. But it
depends on the request of single sign-off sent from the IdP
to RPs, so it does not work if the IdP was malicious. That
is, the countermeasures against potentially-compromised IdPs
are implemented on trusted RPs (but not the IdP), while the
designs mitigating the risk of compromised user accounts may
still assume a trusted IdP (and also trusted RPs).

V. RELATED WORK
A. Security of SSO Services

Software vulnerabilities are discovered in the implementa-
tions of different SSO protocols, including SAML with WS-
Security [44], OAuth [45]-[47], OpenID and customized SSO
protocols [48], some of which were deployed as widely-used
SSO services in the Internet, such as Facebook OAuth [48],
[49], Windows LivelD [50] and Google OpenlD [48], [S1]. An
attacker could exploit these vulnerabilities to sign onto RPs on
behalf of other users or access private information of others.
Mainka et al. introduce a malicious IdP to vulnerable RPs in
the discovery phase of OpenlD, and then all accounts on the
deceived RP are compromised [8]. [6] utilizes the design of
single sign-off in OpenID Connect to revoke the access to the
RPs, when the user’s IdP cookie is hijacked. The above works
comprehensively investigate the secure implementation and/or
deployment of SSO services, and these solutions cannot deal
with the problems caused by potentially compromised IdPs.

Different kinds of anonymity are introduced in the SSO
scenarios. Some schemes allow a user to access RPs without
revealing its identity to the RPs, based on broadcast encryption
[52], group signatures [53] or extended Chebyshev Chaotic
Maps [54]. [55] improves these anonymous SSO schemes,
where only the target RP is able to verify the tickets, and no
identity is released to the IdP. On the other hand, SPRESSO
[56] and BrowserID [57] protect the user privacy from a
different way — it hides the target RP from the IdP while
allowing the user to request an SSO ticket to this RP with

a fixed identity. The user privacy leakage due to SSO (or
identity federation) is discussed [58]. Curious-but-honest IdPs
are assumed in these approaches, while we try to handle the
problem of fraudulent tickets issued by a compromised IdP.

B. Security of Third-Party Services

The private key generator (PKG) of IBE is responsible for
generating the private keys for all users, and the private key
generation is considered as another typical security service.
The inherent trust on the PKG is mitigated as below: (a)
distributed PKGs [59], [60] — the absolute authority of PKG
is distributed among several independent components, and
each private key generation is conducted by these components
cooperatively, and (b) accountable IBE [61], [62] — if the
PKG re-generates the private key for anybody, a proof will be
produced automatically. Distributed PKGs follow the strategy
of multi-authority certification, and accountable IBE works
similarly to public logging. Besides, KGC-anonymous IBE
[63] reduces the trust on PKGs in a different way: the PKG
generates the private keys for a list of users without knowing
the identity of each user.

Verifiable searchable encryption is proposed to verify the
correctness and completeness of search results from the semi-
untrusted third party over encrypted data [64], [65] — some are
designed for searchable symmetric encryption [66], [67], and
the others are proposed for searchable public-key encryption
[68], [69]. Verifiable computation on outsourced data enables
a remote user to outsource the execution of a program, while
providing a verifiable guarantee of integrity [70]—[73].

Independent auditors are introduced to check the integrity
of data outsourced in untrusted cloud systems, while the data
are not disclosed to the auditors [74]-[76]. Liu et al. presented
consistency as a service [77]: a data cloud is maintained by
the cloud service provider, and a group of users constitute an
audit to verify whether the data cloud provides the promised
level of consistency. PDP [78] and POR [79] enable the
remote tenants to verify whether the data are intact in the
untrusted clouds, with lightweight complexity of communica-
tions and computations. [80] detects CPU cheating on virtual
machines maintained by semi-trusted cloud providers, using
CPU-intensive calculations.

Third-party monitors [81]-[86] implement the monitoring
functions of certificate transparency for users: a third-party
monitor fetches all certificates from public logs, and provides
certificate search services. Then, a domain owner searches all
certificates issued for its domain from the third-party services.
The recent study [87] shows that these third-party monitors do
not perform reliably as expected and the search results may not
return complete certificates. [88] finds that the TLS/HTTPS
configurations of these third-party monitors are not strong
enough, and then the vulnerabilities might be exploited to
manipulate the certificate search results.

The SSO services can be viewed as another kind of third-
party security services — ID as a service, but the problem
of compromised IdPs have not been well investigated in the
literature. Our work shares the same spirit with the above
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studies that the trustworthiness assumption of a third party
needs to be reduced.

VI. CONCLUSION AND FUTURE WORK

The SSO systems provide identity management and authen-
tication services in the Internet. An SSO ticket issued by an
IdP allows a user to sign onto many RPs trusting the IdP,
on behalf of the account labeled in the ticket. As a typical
third-party security service provider, the IdP is becoming an
attractive target of interests to attackers. Meanwhile, there are
vulnerabilities allowing the attackers to arbitrarily issue SSO
tickets. Therefore, we need to design mechanisms to detect
and/or prevent fraudulent SSO tickets issued by potentially
compromised IdPs.

In this paper, we apply the principal defense strategies of the
trust-enhancements of certificate services, which are originally
proposed against fraudulent TLS server certificates, to the
SSO scenarios. Then, different schemes mitigating the risk of
fraudulent SSO tickets, are derived from the defense strategies.
Some schemes have been proposed and deployed against
compromised accounts, while the others are discussed for the
first time. In the future, we will conduct more comprehensive
evaluations on these schemes.
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