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Simulation

Communications Network
Simulation: Overview

m Introduce Discrete Event Simulation and
Approaches

m Discuss Verification and Validation of
Communication Network Simulation Models

m Deriving statistically significant results from
simulation models

m Discussion of Statistical Considerations in the
Analysis of Results from Communication Network
Simulation Models

m Communication Network Simulation Modeling
Tools and Examples
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Communications Network
| Simulation

Evaluation Techniques

Low Complexity: Cost of Development Effort High
Rules of Extrapo- Analytical Hardware
Thumb lation of Techniques Simulation Prototype
& Existing &
Bounds Performance Measurement

Simulation
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Communications Network

| Simulation: Attributes

m Simulation can be used to model general
communications network in minute detail.

m Simulation models can be expensive to
construct.

m Simulation models can be expensive to run.

m Statistical analysis of the results generated by
a simulation can be difficult.

m It can be difficult to gain general insights into
system behavior based on simulation results.

Simulation
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Communications Network
| Simulation: When to Use Simulation

m For studying transient behavior of
networks.

m For systems with adaptive routing.

m For systems with adaptive flow
control.

m For systems with blocking (finite
buffers).

Simulation

Communications Network
| Simulation: When to Use Simulation

m For systems with general message
interarrival statistics.

m Validation of analytic models and
approximations.

m For experimentation without
disturbing an operational system.
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Common Mistakes in Simulation

» Inappropriate Level of Detail:
7 More detail = More time = More Bugs = More CPU
7 More parameters # More accurate

Unverified Models: Bugs

Invalid Models: Model vs. reality

Improperly Handled Initial Conditions

Too Short Simulations: Need confidence intervals

Poor Random Number Generators: Safer to use a
well-known generator

Improper Selection of pseudo random number seeds
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Modified from: “The Art of Computer Systems Performance Analysis” Raj Jain, Wiley, 1991 g;nulation

| Common Mistakes in Simulation

Inadequate Estimate of Development Time & Effort

Unclear Goal: Inadequate framing of question

Project Team has Incomplete Mix of Essential Skills:
Team Lacks-

7 Project Leadership

72 Modeling and Programming

7 Knowledge of the Target System

7 Statistical Analysis

Inadequate Level of User Participation

Lack of Planning for Success
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Modified from: “The Art of Computer Systems Performance Analysis” Raj Jain, Wiley, 1991 gjmulation




Communications Network Simulation:
~Modeling Elements for Networks

External
Traffic
/,
Computer External
é Traffic

1 Computer
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Communications Network Simulation:

Definition of Communication Network Simulation

Communication network simulation
involves generating pseudo-random
sequences of message lengths an
interarrival times
(or other input processes, e.g. time
varying link quality) the using these
sequences to exercise an algorithmic
description of the network operation.
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Communications Network Simulation:
| Example of a Single-Channel Statistical Multiplexer

Population

Statistical
Multiplexer

Transmission
Facility
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Example of a Single-Channel Statistical Multiplexer:
| Traffic & Input Processes

m Message Length
m Message Interarrival Times
m Other

- BER vs. Time

- Link Reliability

- Node Reliability
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Sample Realization of an Input Process

Message number 112134567 8]9]|10|11]12

Interarrival time 2 1 3 1 1 4 2 5 1 4 2 --
between i+1 and i
message (seconds)

Length of it message 1 316 2|1 114|215 1 1 3
(seconds)
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Communications Network Simulation
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Communications Network Simulation
Measured Video Traffic

130.0 ™ .
1285
. +
— 1230
[+ ]
=
. Fol + +
Arrival £ ims e Te
+
Events & 2 st .
5 1280 + Ty
Lengths A R + + . +
—l % . » * *
= 1275 +
m
+
127.0
+ +
1285
t_rfllllil.-ltll'rlbllil
2.0 22 2.4 2.6 28 30
Time 15
Simulation
£ e0000
£ 40000
5
£ 20000
3 ]
oo 5w
0 100 200 300 400 500 600 700 800 900 1000 ém
Time Units, Unit = 100 Seconds (a) % :)
® 0
;ém 0 100 200 300 400 500 600 700 800 900 1000
é 4000 Time Units, Unit = 0.1 Second (d)
gm e
4
5
& 0 g w0
0O 100 200 300 400 S5S00 600 700 800 900 1000 5
® 5
Time Units, Unit = 10 Seconds (b) 3
a
0
g 0 100 200 300 400 500 600 700 800 900 1000
2 Time Units, Unit = 0.01 Second (e)
3
%
[
0 100 200 300 400 500 600 700 800 900 1000
Time Units, Unit = 1 Second (c)
From: Leland, W.; Taqqu, M.; Willinger, W.; and Wilson, D. 1 6
"On the Self-Similar Nature of Ethernet Traffic (Extended Version)." Simulation
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Impact of Self-similarity of Network
Performance

1) —
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From: High-Speed
Networks,
William Stallings.
Prentice Hall, 1998
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Communications Network
Simulation:

m Approaches to Discrete Event
Simulation
72 Time Step Approach
72 Event-Scheduling Approach

m Network Modeling Approaches
72 Extended Queueing Networks
7 Finite State Machine
7 Petri Nets

7 Data Flow Block Diagram
18
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Communications Network Simulation:
| Time Step Approach to Network Simulation

mFixed-Increment Time
Advance

mUpdate System States at End
of Each Fixed Time Interval
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Communications Network Simulation:
| Sample Realization of an Input Process
Message number 112|134 |5 |67 | 8] 9]|10|11]12

Interarrival time 2 1 3 1 1 4 2 5 1 4 2
between i+1 and i
message (seconds)

Length of ith message 1 316 2|1 114 2]5 1 1 3
(seconds)
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Example-Time History of Time Step Analysis of Statistical

Multiplexer
Simulated | Message Start of End of Number | Number | Time Time
Time Avrrival | Transmission| Transmission| in in in in
— Buffer | System | Buffer | System

3

Simulation
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Number in System vs. Time

Number in system

Plotter, Discrete Event

4.583333 [
4.166667

3.75
3.333333
2.916667
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T —p—

2.083333

1.666667

1.25
0.8333333

0.4166667

0

0.3146124

0.6292249 0.9438373

Time

1.25845

1.573062

1.887675

Simulation
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| Performance Metrics Derived from Time History

> Time in System fori" Message

Average Delay =
Total Number of Messages Processed

> N

Average number in System = '
Total time
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Communications Network
| Simulation:

m Event Scheduling Approach
2Variable Time Advance

72 Update System State Only
When Events Occur, e.g.
Arrivals or Departures
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Communications Network
| Simulation: Event Calendar

m Events are Instantaneous Occurrences
Which Change the State of the System

m An Event is Described by

7 The time the event is to occur

7 The action to take place at the event time
m The Event Calendar is a Time Ordered

List of Events

Simulation
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Simplified Flow Control for the Event

Scheduling Approach

An Executive

(or Mainline)
Controls the T >
Selection of Next
Event

Use Event List

to determine next
event to process

l

Advance simulation
clock to event time

}

Update system state
using event routines

!

Update event list
using event routines

Simulation
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Entities, Attributes, Activities, and
| Files

m Entities are the objects upon which
action is performed. In network
simulation entities are messages.

m Attributes are characteristics which
describe entities, e.g. message
length or message type.

Simulation
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Entities, Attributes, Activities, and
| Files

m Activities are the operations that
change the state of the network,
e.g. increment number of messages
waiting in a buffer.

m Files are groupings of entities
which share a common attribute,
all messages waiting in buffer.

Simulation
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Network Packet Data Structure

7 OCTETS |pREAMBLE

10CTETS |spp

2 OR 6 OCTETS |neSTINATION ADDRESS

2 OR 6 OCTETS [SOURCE ADDRESS

octets within fram:
transmitted top-to

bottom
2 OCTETS
LENGTH 48 bit address format
LLC DATA 1/G U/L |46 bit address
PAD
16 bit address format
4 OCTETS |rRAME CHECK SEQUENCE
1/G| 15 bit address
1/G = 0 individual addres
“g =—1ogrﬁ’)%%|?dgrdens1?nistrated addre
LSB MSB 07€ 20 ocally administrated addres
o bits within frame
transmitted left-to-rig
> 29
Simulation
[
Network
State
Time Activity
Network
State
Activity
Network /
State
Y
. 30
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Example - Discrete Event Simulation of a Statistical
Multiplexer Departure (End of Transmission)

Change
status of
transmissior
facility

to idle

{ Return }

Read & remov
from file

the attributes
of next
message

to send

Schedule
End of
Transmissio

Return

31

Simulation

Example - Discrete Event Simulation of a Statistical

Multiplexer

Arrival

'

Use random number
generator to obtain
next arrival time

Schedule next
arrival

assign a message
length using a random
number generator

yes

no

v

Change Statug
of issi

facility to bus»

Tr i
Facility
Fr

Y

Add message
to buffer

(file)

tnow + message

Schedule End of
transmission at

legt
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Example - Discrete Event Simulation of a Statistical

Multiplexer
[
Message number 1] 2 516|789 |1011] 12
Interarrival time 2 1 1 4 | 2 511 4 | 2| -
between i+1 and i
message (seconds)
Length of i message 1 3 1 1 4] 2|5(1]1]|3
(seconds)
33
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Example - Discrete Event Simulation of a Statistical
Multiglexer
Message | Message| Message
number | length Time
Status of
Transmission
1 = active
0 = idel Buffer Contents
Activity type time
Arrival 0
System
Clock
Event Calendar
Total Delay ol Area Under
completed N(t)
messages 34
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Example - Discrete Event Simulation of a Statistical

Multiglexer

<]

Message | Message| Message
number length Time

Status of Number
Transmission in
1 = active Buffer
0 = idel Buffer Contents
Activity type time
Departure 1
System Arrival 2
Clock
Event Calendar
E ° L]
Number of Total Delay of Area Under
Packets completed N(t)
processed messages

Simulation
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Example - Discrete Event Simulation of a Statistical

Multiglexer

[° ]

Message | Message| Message
number | length time

Status of Number
Transmission in
1 = active Buffer
0 = idel Buffer Contents
Activity type time
Arrival 2
System
Clock
Event Calendar
| 1 1 1
Number of Total Delay of Area Under
Packets completed N(t)
processed

Simulation
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Example - Discrete Event Simulation of a Statistical

Multiplexer
Message number 11213 516|789 |10]11|12
Interarrival time 2113 1 4 2| 51| 4] 2] -

between i+1 and 1
message (seconds)

Length of it message 1 3|6

(seconds)

Simulation
Example - Discrete Event Simulation of a Statistical
M u |t|p|exer Message | Message| Message
! number | length | time —
Status of Number
Transmission in
1 = active Buffer
0 =idel Buffer Contents
Activity type time
Arrival 3
System Departure 5
Clock
Event Calendar
] [0 C
Number of Total Delay of Area Under
Packets completed N(t)
processed messages 38
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Example - Discrete Event Simulation of a Statistical

M u |t|E|exer Message | Message| Message
number | length time
3 6 3

1 1

Status of Number
Transmission in

1 = active Buffer

0 = idel Buffer Contents

Activity type time

Arrival 5
6

System Departure
Clock
Event Calendar
| *
Number of Total Delay of Area Under
Packets completed N(t)
processed messages 3 9
Simulation
Example - Discrete Event Simulation of a Statistical
Multiplexer
[
Message number 112|134 |5 |67 | 8] 9]|10|11]12
Interarrival time 2 1 3 1 1 4 2 5 1 4 2 --
between i+1 and i
message (seconds)
Length of ith message 1 316 2|1 114 2]5 1 1 3
(seconds)
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Example - Discrete Event Simulation of a Statistical

| Multiplexer

][]

Status of Number
Transmission in
1 = active Buffer
0 = idel

System
Clock

Message | Message| Message
number | length time

Buffer Contents

Activity type time

Arrival 6

Departure 1

Event Calendar

Number of
Packets
processed

][]

Total Delay of Area Under
completed N(t)
messages

Simulation
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Example - Discrete Event Simulation of a Statistical

Multiplexer

Status of Number
Transmission in
1 = active Buffer
0 = idel
System
Clock

Message | Message| Message
number | length time

4 2 6

Buffer Contents

Activity type time

Arrival 7

Departure 1

Event Calendar

Number of
Packets
processed

Total Delay of Area Under
completed N(t)
messages

Simulation
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Example - Discrete Event Simulation of a Statistical

Multiplexer
[
Message number 11213 5 7189 10]11|12
Interarrival time 2 1|3 1 2 5 1 4 | 2| -
between i+1 and i
message (seconds)
Length of ith message 1 316 1 4 | 2|5 1|1 3
(seconds)
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Simulation
Example - Discrete Event Simulation of a Statistical
Multiplexer Message | Message| Message
[ number | length time
4 2 6
1 2 5 1 7
Status of Number
Transmission in
1 = active Buffer
0 = idel Buffer Contents
Activity type time
Arrival 8
System Departure mn
Clock
Event Calendar
2 4 9
Number of Total Delay of Area Under
Packets completed N(t)
processed messages 44
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Example - Discrete Event Simulation of a Statistical

| Multiplexer

Message | Message| Message
number | length time
4 2 6
| 1 3 5 1 7
Status of Number 6 1 8
Transmission in
1 = active Buffer
0 = idel Buffer Contents
Activity type time
8 Departure 11
Arrival
System rriva 12
Clock

Event Calendar

v
Number of Total Delay of Area Under
Packets completed N(t)
processed messages
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Relative Merits of Time Step and Event

Scheduling

Approach

Advantages

Disadvantages

Time Step

Efficient for system with very
frequently occurring events

Efficient for regularly spaced
events

Must process at each time step

Error induced by fixed finite
time increment

Must establish rules to order
events that occur in same
time increment

Event Scheduling

Only process at event times
No time increment to select

Flexible

Significant programming
effort required

46

Simulation




Verification and Validation of Communication
Network Simulation Models

m Verification is determining
whether the simulation model
performs as intended

m Validation is determining
whether the simulation model
is a “accurate” representation of
the communication network
under study

Simulation
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| Verification Methods

m Modular development
and verification

m Structured walk-through
m Event trace

Simulation
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Verification Methods

m Model simplification and
comparison to analytic
results

m Graphical display of
network status as the model
progresses

| Some Comments on Validation

m Simulation models are always
approximations

m A simulation model developed for
one application may not be valid
for others

m Model development and validation
should be done simultaneously

Simulation
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Some Comments on Validation

m Specific modeling assumptions should
be tested

m Sensitivity analysis should be
performed

m Attempt to establish that the model
results resemble the expected
performance of the actual system;
expert analysis

51
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| Some Comments on Validation

“For models which attempt to describe new systems where

no historical data are available and which are of such a nature
that there are no input conditions that correspond to known
analytical results, the problem of model validation is, indeed,
extremely difficult. About all one can do in this situation is to
recheck the logic of the design, run the model over a range of
different inputs to determine whether the outputs are within
the realm of plausibility, and, if one is so inclined, pray a lot.”

(From D. Gross and C.M. Harris, “Fundamentals of
Queueing Theory,” John Wiley & Sons, Inc., New York, 1985)
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Statistical Considerations: Analysis of Results
from Communication Network Simulation

m Quality of Performance Estimates
Variance of estimated performance measures

m Starting Rules

Overcoming initial transients

m Stopping Rules

53
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Quality of the Performance Estimate

m Performance estimates should be
unbiased

m Performance estimates should have
“acceptable” error

7 Variance (standard deviation)
7 Confidence interval

54
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Quality of the Performance Estimate

m The desired confidence interval width
determines the length of the simulation

run

m Observations tend to be correlated:

cannot directly apply standard

statistical approaches based on iid

observations

Simulation
=
Confidence
terval from
mple number
Does it incl
1 i Ym
2 H -t Neo
3 —_— Yes
. — Yes
5 + Yes
. .
100 b Y
Total ‘Yes' > 100(1-a)
Total ‘No' < 100a
‘ FIGURE 13.1 Meaning of a confidence interval. ‘

From: “The Art of Computer Systems Performance Analysis” Raj Jain, Wiley, 1991
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| Review of Estimation

57

Simulation

| Confidence Interval
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Correlated samples

Simulation
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Statistical Considerations: Common
Techniques for Dealing with the Lack of
_Independence

m Simple Replication
m Batching

m Regenerative

Simulation
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Statistical Considerations: Simple Replication

AN
’—HJ_U-H—LUU_U_H_‘ ’—’ﬁ—l Replication 1
b N(t)

O—=MNWahHu
T TTT

Ty

4
5
4
3
2
1
0

b

N(t) * .

5
4
3
2

o_FrLH_L‘_\I_II_II_IY_,J_U_L’T, M

Tb Simulation
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Statistical Considerations: Simple

~Replication

m Assume results for each
replication are independent

m Apply standard statistical
techniques

m [nefficient because of M startup
periods

Simulation
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Statistical Considerations: Batching

N(t)

| -4—Batch 1——p» |4— |4—Batch M-P|

T T 2T MT
b 1 1 1

Simulation
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Statistical Considerations: Batching

m Assume results from each batch
are independent

m Apply standard statistical
techniques

m Batches can be correlated unless

“dead” periods between
batches are employed

Simulation
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Statistical Considerations:
Regenerative

N(t)

s

D R —

Regenerative Periods

65

Simulation

Statistical Considerations:
Regenerative

m Assume results from each regenerative
period are independent

m Apply standard statistical techniques

m Regenerative period can become very
long in some cases

m Note the regenerative technique
overcomes the initial transient problem

66
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Statistical Considerations: Analysis of Results
from Communication Network Simulation:

~Starting Rules

m An initial transient period is present
which can bias the performance
measurements.

m Achieving Steady State

7Use a run-in period:

- Determine t, such that the long-run
distribution adequately describes the system

fort>t,
72Use a “typical” starting condition
(state) to initialize the model

67
Simulation
[
Traffic 00
Intensity 100p
r 95.0 99.0 99.9 99.99
1 0.10 3.61 6.33 10.23 14.12
(i)
1— 1 0.20 5.01 8.93 14,53 20.14
t,(r) = 2C(r) - [1=m)l2CE)
(1-r)? 0.30 7.00 12.64 20.71 28.79
0.40 10.06 18.39 30.31 42.23
0.50 15.18 28.05 46.47 64.89
o 247 +m 0.60 24.70 46.13 76.79 107.45
r)= 4 0.70 45.51 85.87 143.61  201.36
r= Load 0.80 105.78 201.53 338.52 475.51
u = 1 0.90 435.74 838.10 1413.70  1989.40

the steady state value

Time, tp(r), required for an M/M/1 queue
to reach and remain within 100p % limits of

From : “Discrete Event Simulation using ExtendSim 8”, Jeffrey Strickland, Lulu, Inc., 2010.  g;mylati
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Evolution of Computer-Aided Analysis
~and Design Tools for Networks

m “Zeroth ” generation — general purpose
languages
7 Fortran
2 C/C++
7 Pascal
7 Basic

m “First” generation — general purpose
queueing system simulations
2 GPSS
2 SLAM

72 SIMSCRIPT
69

Simulation

Evolution of Computer-Aided Analysis

~and Design Tools for Networks

= “Second” generation — application specific:
computer systems and wide-area communication
networks

72 RESQ [see Ref. 20]
2 PAWS [see Ref. 25]

m “Third” generation — integration of second
generation languages with a graphics-oriented
analysis and modeling environment

Extend (www.imaginethatinc.com)

GENESIS (from University of Massachusetts)

BONeS

SES/Workbench (SES/Workbench is a trademark of Scientific and
Engineering Software, Inc., Austin, TX)

72 OPNET (Mil 3, Inc., Washington, DC)

N N N N
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Relative Merits of General
Purpose Languages

Advantages

Disadvantages

Wide Availability

Longer programming and
debugging time

Few restrictions imposed on the
model

Difficult verification

User may have prior knowledge of
the language

Unless object-oriented, limited
ability to reuse models

Generally more computationally
efficient

Model enhancement and evolution
are difficult

71
Simulation
Relative Merits of Special Purpose Languages
Advantages Disadvantages
Provide built-in simulation services | Must adhere to a particular “world
to reduce programming effort view” of the language
Provide error-checking techniques | Availability and support
superior to those provided in
general purpose languages
Provide a brief, direct vehicle for Cost
expressing the concepts arising in a
simulation study
Provide ability to construct user Increased computer running time
subroutines required as a part of
any simulation routine
Contain set of subroutines for Training required to learn the
common random numbers language and modeling paradigm
Facilitate collection and display of
data produced
Facilitate model reuse ) ) 72
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Relative Merits of Computer-Aided Analysis and Design

Environments

Advantages

Disadvantages

Provide a complete integrated
performance analysis environment

Tailored to a specific modeling
paradigm

Graphically based

May be tied to a specific hardware
platform

Typically integrate language,
database, prior knowledge, and
statistical analysis packages

Increased execution time

Support management of models
and input/output data

Cost

Facilitate model reuse and group
model development

73

Simulation

Criteria for Selecting a Computer-
Aided Analysis and Design Tool

Availability

Cost

Usage

Documentation

Ease of Learning
Computation Efficiency
Flexibility

Portability

User Interface
Extendibility

Memory Requirements

74
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| Extend Overview

m Allows graphical description of
networks

m Data flow block diagrams

m Hierarchical structure to control
complexity

Simulation
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Simulation Case Study:
Simulation of ATM WAN’s

m Determine the level of model fidelity
required to accurately predict ATM
WAN performance

m Determine the feasibility of
measurement based validation of ATM
WAN simulation models

m Identify factors influencing ATM WAN
performance

Simulation
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Simulation Case Study:

Simulation of ATM WAN’s

System Parameter Value
TCP MTU size 9180 bytes
| TCP processing and OS overhead time | |
- DEC 3000 AXP 200-300 us
- SGI 550 us
- SPARC 10 550 us
- SPARC S5 700us
| TCP user send buffer size | 64 kBytes |
| Slow-timer period 105s |
| Fast-timer period 10.2s |
“Minimum RTO 1.0s |
AALS5 SAR processing time 0.2us
AALS5 cell payload size 48 Bytes
Switch processing time 4 us
Switch output buffer size per VC 256 cells
' OC-3c link speed 155Mb/s |
' TAXI link speed 100 Mb/s |
' DS-3 link speed 45 Mb/s |

77
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S|mU|at|On Case StUdy Simulation
of ATM WAN’s: Network Configuration

TIOC SPRINT
Overland Park, KS

O0C-3

SGLOonyx AN IFORE

OC-3

OC-3 155 Mbis
TAXT 100 Mb's
DS-3 45 Mbis

SPRINT

ATM Public Network
AAl

EROS Data
Center

Sioux Falls
South Dakota

IAX | gparC 10
ARL Maryland
TAXT ] GpaRC S
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Simulation Case Study: Simulation
of ATM WAN’s: Simulation Model

TIOC-ARL-EDC | 15-Mar-1996 14:00:38 |

CC-3 FORE EDC EDC isst
Houdni Link [ OC-3-=TAXI Sun

Two TCP L] B
Over ATM [ 2 D_?
Host Flr e - D""
dp Fore plt
o> Switch L1y
e TIOC D
falvd [~fe
1> Dt

Lﬁq FORE GSD DS-3 q&

Lnk [ OC-3->TAXI Link_[>
lan dl-.__,;'b FORE Switch b ps-3 B

<] ARL DS3->TAXI d < Link <t DJ

> [vd o

> D

{D NEC Switch D"

> O’Ilc'lg.) DL‘

> De

B Dfs

= Dfe

Simulation
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Comparison of Experimental and
Simulation Performance Predictions

Connection Experimental Rest @}M@&ﬁs&
Baseli Its: Point . .
IOCto ARl 42N\Nb/s 7.18 Nb/s
TIOCto EDC 64.2\b/s 65.98 Mb/s
_Simultaneous traffic streams: Single source, two destinations
TIOCto AR 4.45\b/s 4.60Mo/s
IOCto EDC 64.36 Nb/s 61.37Nb/s
Simul i I . - tion
AR to TIOC 2.15NMb/s 4.87 Nb/s
EDCto TIOC 52.42\b/s 65.01 Mo/s
TIOCto AR 4.34Nb/s | 516Mos
ARl to TIOC 4 3MNb/s 516Mo/s
IOCto EDC 2218 Nb/s 41.80Mo/s
EDCto TIOC 31.18Mo/s _41.30Mb/s |

Simulation
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Guidelines to Simulation, Modeling and
~Analysis of Communications Networks

mKnow the customer
mKnow the network

mKnow the important
performance metrics

Simulation
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Guidelines to Simulation, Modeling and
~Analysis of Communications Networks

m Know how to establish a
credible model

m Expect the model to evolve

m Know how to apply good
software management
techniques

Simulation
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| Conclusions

m Simulation can be an important
tool for communication network
design and analysis

m Care and thought must go into
construction of communication
network models

m Care and thought must go into
interpretation of model output

Simulation
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