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ABSTRACT
Cyber Physical Systems (CPS) get a lot of attention due to the strong demand for the integration of physical devices and computing systems. There are many design aspects involved in CPS, such as efficiency, real-time, reliability and security. One of the major issues is system integration and verification. In many safety critical systems verification plays an essential role in system design. However, the high complexity for the composition of diverse systems is a major challenge for system verification. In this paper, we focus on command and control systems for search and rescue missions and propose a systematic design pattern called Interruptible RPC to compose complex systems while keeping the verification costs low. This has been made possible due to the reduced state space of the systems designed using our pattern. Therefore, the system models can be efficiently verified using available verification tools. In our experiments, the search and rescue system based on Interruptible RPC pattern had fewer states than the asynchronous one by several orders of magnitude.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—complexity measures, performance measures; D.2.11 [Software Engineering]: Software Architecture—Patterns

General Terms
Verification
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Complexity, Command and Control System, Remote Procedure Call

1. INTRODUCTION
As computing devices deeply and pervasively affect our daily lives, new requirements arise for the seamless integration of physical objects and computing systems. Cyber-physical systems (CPSs) are systems that tightly combine physical elements and computation resources through communication technologies. Some applications for cyber-physical systems include health care, advanced automotive systems, and avionics [1]. Since CPSs interact with various physical components and systems overall system design becomes a critical issue with respect to robustness, reliability, efficiency, and real-time properties. Moreover, integrating these diverse systems will inevitably add significantly to the verification cost. Therefore, new system-level composition techniques are required to provide systematic design patterns with low complexity [2].

In many command and control systems such as the Search and Rescue system [3], robustness and reliability are the major concerns. Therefore, there is a strong demand to formally verify the correctness of systems with some program verification tools such as UP-PAAL and Maude [4, 5]. However, in many systems, the components are physically distributed and interact asynchronously, due to the lack of a common clock. Verifying such asynchronous systems is very difficult, or even impossible, because the state space grows exponentially due to message interleaving resulting from asynchronous communication. This kind of problem is known as state explosion [6, 7].

The problem of state space explosion due to distributed system designs can be seen in different systems. In database systems, one of the most successful approaches to address this problem is the use of atomic transactions [8]. Atomicity translates all the possible results generated by the distributed database system into an equivalent serialized one. Since atomicity solves the operation interleaving problem, the complexity of the distributed database systems is significantly reduced. However, the all or nothing atomicity property decreases flexibility. Moreover, the roll-back mechanism is sometimes extremely difficult or even impossible in systems with physical constraints, such as command and control systems.
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1The detail discussion is provided in the next section.
On the other hand, imprecise computing [9] (or anytime computing) discusses the tradeoff between the responsiveness and robustness of the systems. Imprecise computing provides the flexibility of receiving a usable, approximate result. However, there is no formal and verified model that exploits the potential usage of imprecise computing in other system designs. The technical problem is to provide sufficient flexibility/efficiency while maintaining the simplicity [10].

In this paper, we focus on the design methodology of providing formal description of the basic structure for composing complex systems, called building block, which is flexible, easy to extend, and only introduces low complexity and verification cost. In order to achieve the design goal, we present an architectural design pattern – *interruptible RPC* – for verifiable command and control systems. The interruptible RPC provides bounded asynchrony, which limits the possible message interleaving due to asynchronous communication, and prevents state explosion. Based on the proposed building blocks, we propose a composition method for designing complex hierarchical command and control systems while maintaining low complexity. The experiment results show that the proposed design pattern achieves significant state space reduction. In the system configuration with two sensors, the number of states of the system based on the proposed design pattern is at least ten times smaller than that of the asynchronous one. Moreover, the reduction efficiency increases as the number of nodes and the size of queue increase.

The contributions of this paper can be summarized as follows:

- An architectural design pattern called *interruptible RPC*, which is flexible and only introduces bounded asynchrony.
- A composition methodology to compose complex hierarchical command and control systems while maintaining low complexity.
- The quantative evaluation of the system complexity.

The rest of the paper is organized as follows. In Section 2 we present our motivating example. Section 4 presents the *interruptible RPC* pattern. Section 5 describes the composition method. We present evaluation results in Section 6. We review related work in Section 7 and we conclude in Section 8.

## 2. COMMAND AND CONTROL SYSTEM EXAMPLE: SEARCH AND RESCUE SYSTEM

In this section, we present a simplified search and rescue system as a motivating example. The example system is a computerized helicopter that searches for, and rescues people lost in ocean. The system is a distributed system consisting of a *manager node* and multiple *sensor nodes*. A sensor node is a physical system that includes (a) an infrared sensor, (b) a microprocessor to analyze sensor data, and (c) a communication device to send and receive data to/from the manager. The manager is a cyber system which is a part of the main flight control system (FCS). The manager chooses the search area and sends corresponding commands to sensors. The sensors notify the manager upon detecting human targets in the designated area.

Fig 1 shows the synchronous version of the rescue system design with a manager and a sensor. This system is synchronous since

![Figure 1: Fully synchronous network of automata modeling search and rescue system](image)

The mission is divided into a *scanning phase* and a *tracking phase*. In the first phase, the manager sends the *scan* command to the sensor. If the sensor finds a target, it reports back to the manager by sending a *found* message and the manager moves to the tracking phase by sending the command *track*. On receiving the *track* command, the sensor follows the identified target until the rescue mission completes. The important factor in this model is that the manager can stop the mission during scanning or tracking phase (b or d state in Fig. 1a)).

Verification of synchronous systems is relatively easy. In this example, the total number of states of the system is only five since all transitions are synchronized between the manager and the sensor. However, in real distributed systems it is difficult to use synchronous design because of physical limitation such as communication delay or performance issues. On the other hand, asynchronous systems are notoriously complex since they have to deal with potential message interleaving which does not exist in synchronous systems. Fig.2 shows message interleaving when all commands and responses are asynchronously sent. We use A and B to denote different search areas. In this figure, the manager first sends *scan A* command. If nothing is found within a certain timeout interval, it sends a *stop A* command to cancel the current execution and immediately sends *scan B* command to start a new search. However, there is a possible scenario in which the sensor finds an object in area A before receiving the *scan B* command and sends back the
report to the manager. In this case, both the manager and the sensor must handle the interleaving of messages: the manager should make a decision – i.e., whether not to process found A response at location E1, and the sensor should make a decision – whether to handle stop A and scan B commands at location E2 and E3. Therefore, message interleaving adds complexity to system design.

The complexity of message interleaving can be shown as the number of states explored when we perform model checking of the system. We can model asynchronous communication between any two finite state machines (FSMs) using two directional queues – the formal definition of asynchronous system is described in Section 3.2. Model checking of such systems can easily suffer from a state explosion problem because the number of states grows exponentially as the queue size grows. Let \( S(Q_{k,x}) \) be the total number of states of a queue where \( k \) is the size of the queue and \( x \) is the number of distinct messages in the queue. Then, \( S(Q_{k,x}) = 1 + x + x^2 + \ldots + x^k = \frac{x^{k+1} - 1}{x - 1} \) in worst case. If there are \( c \) distinct commands and \( r \) distinct responses, then the maximum number of states of the two queues can be \( (\frac{x^{k+1} - 1}{x - 1}) \cdot (\frac{x^{r+1} - 1}{x - 1}) \) assuming there is no order enforcement between the commands and responses. Exponential number of states of the queues represent the maximum possible number of message interleaving which is a major source of state explosion in distributed systems. Our evaluation shows that the asynchronous system with a queue size of four has more than four orders of magnitude of states compared to a fully synchronous system.

Moreover, the asynchronous model easily results in deadlocks, that is un-acceptable in most system designs. For example, if the manager in Fig.2 expects found B message and does not have a transition function of found A message then the manager FSM can’t make any further progress. However, due to the state explosion problem, it is difficult to check if there can be a deadlock by most program verification tools. Even if we find a deadlock, fixing it correctly is still a big challenge for system designers. Moreover, after fixing the deadlock, the designers have to re-verify the correctness of the system. Therefore, we need a systematic way to reduce the number of states in the system to make model checking feasible and to minimize the risk of undesirable situations such as deadlock.

We realized that a command and control system resembles the remote procedure call(RPC) pattern. In Fig.1, scan-found and track-drop pair can be regarded as two separate RPCs. The synchronous RPC pattern reduces complexity and verification costs significantly since it does not allow interleaving of commands and responses. The only exception is the stop command. The stop command allows the system to cancel the current command and issue a new command that is a typical requirement in many command and control systems for adapting to environment changes or emergency alerts.

This motivates us to introduce interruptible RPC pattern as a building block for command and control systems. The interruptible RPC pattern is synchronous RPC allowing bounded asynchrony – the ability to stop the current executing command. It can be thought of as a tradeoff between strict synchronous RPC and fully asynchronous RPC [11, 12, 13].

The Fig.3 shows the conceptual difference between asynchronous RPC, synchronous RPC, and interruptible RPC. In Fig.3(a), response R1 can be interleaved with multiple commands: C2 and C3. We call this inter-command interleaving and it causes exponential state space growth since previous command executions affect the current command. In Fig.3(b), responses never interleave with any commands. Therefore, there’s no additional state space growth caused by unexpected interleaving. In Fig.3(c), only the stop command can be interleaved with the responses. Therefore, while there is interleaving, which must be verified for correct operation of the system, the added complexity is bounded. We call this intra-command interleaving.

The goal of the proposed interruptible RPC model is to provide a low complexity design pattern for command and control systems with the consideration of the physical nature and the tradeoff between flexibility and simplicity. We describe the details of interruptible RPC in the next section.

3. SYSTEM MODEL
To quantify the system complexity in terms of the number of states, we first define a formal model of computation and communication for distributed command and control systems.

3.1 Synchronous system
The computation and communication model of the synchronous system is similar to the hand-shake synchronization model of UP-PAAL [4].
A single FSM $M_i$ is a tuple $(S_i, l_i^0, \Sigma, E_i)$ where

- $S_i$ is a set of locations of $M_i$,
- $l_i^0 \in S_i$ is the initial locations,
- $\Sigma$ is the alphabet, whose elements are input ($a?$), output ($a!$), and/or local ($a$) actions, and
- $E_i \subseteq S_i \times \Sigma \times S_i$ is the set of edges.

In the above definition and the later description, $\alpha$ stands for an event passing between machines encapsulating the source and the destination. We write $l_i \xrightarrow{a} l_i'$ for a state transition such that $(l_i, \sigma, l_i') \in E, l_i \in S_i$ and $l_i' \in S_i$ where $\sigma \in \Sigma$.

A synchronous system is a set of finite state machines $M_1, ..., M_n$. A state in the system is defined as a vector of current locations of the machines and denoted $\vec{l}$. There are two transition rules in the system: local transition rule where one FSM make its own move, and synchronized transition rule where two FSMs make simultaneous move. In the latter case, the two FSMs are synchronized using input actions, and output actions. Let $l_i$ is $i$th element of vector $\vec{l}$ and $[l_i'[l_i]]$ represents $l_i$ is replaced by $l_i'$. The transition rules are as follows:

- **Local**: $\vec{l} \xrightarrow{\vec{q}} [l_i'[l_i]]$ if $l_i \xrightarrow{\vec{q}} l_i'$
- **Sync**: $\vec{l} \xrightarrow{\vec{q}'} [l_i'[l_i]][l_j'[l_j]]$ if $l_i \xrightarrow{\vec{q}'} l_i'$ and $l_j \xrightarrow{\vec{q}'} l_j'$

### 3.2 Asynchronous system

In an asynchronous model, a system is composed of a set of FSMs communicating through queues. We introduce queues to model the communication delay in the distributed system. Let $Q_{i,j}$ denotes a queue connecting from $M_i$ to $M_j$. The queue is served as an unidirectional communication channel. $q_{i,j}$ represents an instance of $Q_{i,j}$, having a sequence of events. If a queue is a concatenation of two event sequences $q, q'$, it is represented by $q \cdot q'$. Then, the distributed system can be defined as a parallel composition $M_1 | \ldots | M_n | Q_{1,2} | \ldots | Q_{m,n}$ of a set of finite state machines $M_1, ..., M_n$ and queues $Q_{1,2}, ..., Q_{m,n}$. A queue represents the sequence of messages sent by the originator. $M_i$, but has not been processed yet by the destination, $M_j$, where $1 \leq k \leq m$.

The state of a distributed system is a pair $(\vec{l}, \vec{q})$ where $\vec{l}$ denotes a vector of current locations of machines, and $\vec{q}$ is a vector of assignments of the queues in the network. $q_{i,j}$ stands for an element of $\vec{q}$ connecting $M_i$ and $M_j$. Let $l_i$ is $i$th element of vector $\vec{l}$ and $[l_i'[l_i]]$ represents $l_i$ is replaced by $l_i'$. Also, let $q_i$ and $q_i[q_{i,j}]$ are defined in the same way. Then, the transition rules are local transition, send transition, and receive transition as defined in the following:

- **Local**: $(\vec{l}, \vec{q}) \xrightarrow{a} ([l_i'[l_i]], \vec{q})$ if $l_i \xrightarrow{a} l_i'$
- **Send**: $(\vec{l}, \vec{q}) \xrightarrow{\vec{q}_j} ([l_i'[l_i]], q_i[q_{i,j}]/q_{i,j})$ if $l_i \xrightarrow{\vec{q}_j} l_i'$ and $q_{i,j} = q_{i,j} \cdot a$
- **Receive**: $(\vec{l}, \vec{q}) \xrightarrow{a} ([l_i'[l_i]], q_{i,j}/q_{i,j})$ if $l_i \xrightarrow{a} l_i'$ and $q_{i,j} = a \cdot q_{i,j}$

![Figure 4: FSM of interruptible RPC pattern](image)

### 4. INTERRUPTIBLE RPC PATTERN

Fig. 4 shows our proposed interruptible RPC pattern for command and control systems. The syntax of the model is described in Table 1. To simplify the explanation, we show the model for a single command and present the composition procedure in the next section. The basic scenario follows the synchronous RPC pattern and provides bounded asynchrony. The caller actively sends a command to the callee and waits for the result. If the callee finishes execution without receiving the *stop* command, callee will send full result and go back to the ready state. At the caller side, on receiving the full result, the caller will go to the *next* state and invokes the next command. On the other hand, the caller may need to stop the current execution due to environment changes or emergency alerts. Therefore, we provide bounded asynchrony, which allows the caller to send the *stop* command while in blocking state B1. After sending the *stop* command, the caller waits for the partial result in state B2. When the callee receives the *stop* command, it will stop the execution and send the partial result back. Due to the transmission delay, the *stop* command may arrive at callee side after the callee has already finished the execution (the message interleaving between *stop* and full result). In that case, the caller will accept the full result after sending the *stop* command. Take the search and rescue system in Section 2 as an example, the caller plays the role of a manager and the callee plays the role of sensors. However, the callee may fail and do not receive and send messages. We can introduce timeout mechanism to handle this problem. Nevertheless, completely modeling all the possible failure between caller and callee is a challenging problem. We will put fault-tolerance mechanism in the future work. Another worthwhile point to mention is that this pattern also provides a query command to let the caller actively keep track of the execution status in the callee.

We modeled the proposed interruptible RPC in Maude and verified the properties. According to Maude, the proposed model only introduces 17 states, so it can be exhaustively verified by most model checking methods. The proposed model contains three verified properties.

- There is no inter-command interleaving, and the only intra-command interleaving is between *stop* command and full re-
of one callee does not depend on the executions of other callees. Since there is no message passing between the callees, the complexity of the caller is the sum of the complexity of one independent callee. Therefore, the caller creates a thread or a process to control each callee. In this manner, this pattern prevents extra interleaving between callees and keeps the system complexity low. By providing interruption in the form of bounded asynchrony, we meet the primary goal of concurrency and flexibility. The limitation of concurrency is a worthwhile tradeoff since otherwise we will have a unverifiable system due to state explosion. As we show in Section 6, when comparing an unbounded asynchronous system, the complexity difference can be several orders of magnitude.

4.2 Variations of Interruptible RPC Pattern
Our proposed model is flexible to support different design scenarios with slight modification. Now we present some useful variations. We will show how to use these variations to compose a search and rescue system in the next section.

**Interruptible RPC for first response** Consider a set of callees coordinated for the same work. After receiving the first response from one of the callees, the caller can stop current execution and issue a new command. As shown in Fig.5, the caller waits for the first full result from one of the callees and sends the stop command. On receiving the results from the other callees, caller goes to the next state and issues new commands.

**Interruptible RPC with sub-results** Fig.6 shows the modified interruptible RPC pattern in which a callee is asked to provide n sub-results specified by the call(n) command. Therefore, the caller can keep track of the execution status of the callee without introducing more unnecessary commands. Once the caller is satisfied with the quality of the sub-result, it can send stop command and invoke the next command. In this scenario, the caller has the flexibility to determine the flow of execution according to the quality of the sub-results.

5. COMPOSITION OF INTERRUPTIBLE RPC
In this section, we describe how our interruptible RPC pattern can be used in designing more complicated systems with multiple commands. Also we describe the complexity of composed system.
5.1 Composition Methodology

Fig. 7 shows the multi-command model on the caller side can be modeled as a sequential composition of state machines of commands that are built based on the interruptible RPC pattern. On the other hand, the composition on the callee side is in a parallel style and can also be easily composed with the interruptible RPC pattern. However, in reality the commands are executed in a sequential manner and there is no interleaving between the execution steps of different commands. The order of execution of commands on the callee side is enforced by the caller. Moreover, the only dependency between the commands of the proposed pattern is in the interface between the commands. This interface is the output of one command used as the input of the next command. The order of commands is the run-time order in which they are executed. Each command can start only when the previous command has completed its execution.

Fig. 8 shows a search and rescue system with two commands, scan and track. The system is composed using the interruptible RPC pattern and the composition methodology illustrated in Fig. 7. In the first phase, the mission manager sends out the scan command to both of the sensors. When a target is detected by any of the sensors, the mission manager moves to the tracking phase. In this phase the sensors will follow the target and depending on the application can report back the location, direction and speed of the target. In this model each sensor remains in the tracking mode until it receives a stop message from the mission manager or it loses the target. The sensor model is shown on the right side of Fig. 8. Similar to the original interruptible RPC model, on receiving a stop command, the sensors report back their partial result or full result if they have already finished the execution.

For the scan command, we use the building block that accepts the first response from the sensors, as shown in Fig. 5 and for the track command, we use the original building block. The provided building blocks are flexible and useful for composing complex systems.

5.2 System Complexity

The verification cost of the system consists of two phases: verification of the commands, $C_{\text{command}}$, and verification of the composition, $C_{\text{composition}}$. These costs are added together instead of being multiplied due to the bounded asynchrony property provided by our proposed design pattern.

For the first part, $C_{\text{command}}$, when composing the system using the building blocks, the proposed composition methodology prevents inter-command interleaving. Therefore, there is no need to verify the different possible interleaving of execution steps of the commands in our system (Fig. 7). The verification cost is the sum of the verification cost of the commands.

In contrast, the asynchronous model may result in significant inter-command interleaving. Therefore, the complexity of verifying all possible interleaving is the product of verification cost of the commands that is much larger than the proposed pattern and can easily cause the state space of the system to explode.

The second part, $C_{\text{composition}}$, is the verification cost that is paid by the designer to find the correct wiring of the building blocks. This cost depends on the approach that the designer takes to obtain the correct composition for the system. It should be mentioned that the focus of our proposed methodology is $C_{\text{command}}$. $C_{\text{composition}}$ is beyond the scope of this paper, but we intend to address it in future work.
6. EVALUATION

Details on the system design and verification cost. The next section contains more
provide the designers with a library that consists of building blocks
to verify the whole system. The proposed design pattern not only only provides. In this manner, the correctness
ness of the composed system is guaranteed and there is no need to
to verify the whole system. The proposed design pattern not only provides the designers with a library that consists of building blocks and multiple options for each of the blocks but also greatly reduces the design and verification costs. The next section contains more details on the system design and verification cost.

6. EVALUATION

Table 2 shows experimental results of modeling the search and rescue system described in Section 2 with different patterns: synchronous, asynchronous RPC, and the proposed interruptible RPC.

<table>
<thead>
<tr>
<th></th>
<th>synchronous</th>
<th>interruptible</th>
<th>async(2)</th>
<th>async(3)</th>
<th>async(4)</th>
<th>async(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 sensor</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>2 sensors</td>
<td>7</td>
<td>11</td>
<td>1410</td>
<td>4424</td>
<td>11816</td>
<td>23732</td>
</tr>
<tr>
<td>3 sensors</td>
<td>22</td>
<td>701</td>
<td>28691</td>
<td>184418</td>
<td>782417</td>
<td>3276</td>
</tr>
</tbody>
</table>

(b) Execution time comparison (msec)

<table>
<thead>
<tr>
<th></th>
<th>synchronous</th>
<th>interruptible</th>
<th>async(2)</th>
<th>async(3)</th>
<th>async(4)</th>
<th>async(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 sensor</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>2 sensors</td>
<td>1</td>
<td>13</td>
<td>160</td>
<td>549</td>
<td>1571</td>
<td>3276</td>
</tr>
<tr>
<td>3 sensors</td>
<td>1</td>
<td>120</td>
<td>6586</td>
<td>49307</td>
<td>1096480</td>
<td>NF</td>
</tr>
</tbody>
</table>

Based on the proposed design pattern, after verifying each command separately ($C_{\text{command}}$), the designers only need to verify the correct wiring of the building blocks ($C_{\text{composition}}$), that is independent of the individual commands. In this manner, the correctness of the composed system is guaranteed and there is no need to verify the whole system. The proposed design pattern not only provides the designers with a library that consists of building blocks and multiple options for each of the blocks but also greatly reduces the design and verification costs. The next section contains more details on the system design and verification cost.

7. RELATED WORK

After the introduction of software patterns [14], the use of patterns is well accepted in many software areas from designing small component to designing system architecture [15, 16, 17]. While these patterns are useful for reducing design and development cost, they are informally described in general. Thus, they do not formally guarantee the correctness for wide-range of similar problems. Since CPS demand rigorous verification of designed systems, formally describable design pattern have been an active research area recently.

Physically Asynchronous Logically Synchronous (PALS) system is a formal architectural pattern which provides architectural abstraction of time triggered synchronous systems over physically asynchronous systems [18]. The pattern is formally specified and simplifies the formal verification of real-time distributed system by providing a correctness preserving transformation of the synchronous design into the equivalent asynchronous system. While PALS share similar objective with us, our approach is different in two key aspects. First, our model is event (message) triggered system while PALS is time triggered system. Second, we narrow focus on RPC style communication of hierarchical command and control systems.

RPC is widely used as a client/server model to request service through network. The synchronous RPC has the advantage of low complexity and verification cost. However, the synchronous model lacks flexibility, because the system can be blocked during execution. In contrast, asynchronous RPC model provides high flexibility and concurrency and is widely adopted in client-sever systems designs [11]. However, asynchronous RPC model suffers from serious state explosion problem due to message interleavings. Although some programming templates support abort or cancel mechanism in asynchronous RPC, they lack formal description of the behavior for aborting RPC [12].

Interruptible RPC is a formally described pattern which allow bounded asynchrony and can be fully analyzed without causing state space explosion.

Table 2: State space and execution time comparison of search and rescue system. async($n$) denote asynchronous system of queue size $n$. NF means it didn’t finish within 12 hours.

(a) State space comparison (number of states)
8. CONCLUSION
This research is motivated by the state space explosion problem due to message interleaving in distributed system designs. We focus on the command and control systems for search and rescue and propose a design pattern, Interruptible RPC, as a building block of system designs. We show the proposed pattern has low complexity and verification costs in terms of number of states explored by the program verification tool. In addition, we propose a composition methodology to compose complex command and control systems without introducing state space explosion. In our experiments, we model a search and rescue system and we show that the proposed design pattern can reduce verification space and time by several orders of magnitude. The reduction is more significant when the size of the model (number of sensors, queue size) increases.

In future work, we will exploit the fault-tolerance mechanism. Moreover, we shall further explore the hierarchical structure of command and control systems and provide the formal description and proof of the complexity.
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