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Abstract
Phase ordering is a long-standing challenge for traditional optimizing compilers. Varying the order of applying optimization phases to a program can produce different code, with potentially significant performance variation amongst them. A key insight to addressing the phase ordering problem is that many different optimization sequences produce the same code. In an earlier study, we used this observation to restate the phase ordering problem to concentrate on finding all distinct function instances that can be produced due to different phase orderings, instead of attempting to generate code for all possible optimization sequences. Using a novel search algorithm we were able to show that it is possible to exhaustively enumerate the set of all possible function instances that can be produced by different phase orderings in our compiler for most of the functions in our benchmark suite [1]. Finding the optimal function instance within this set for almost any dynamic measure of performance still appears impractical since that would involve execution/simulation of all generated function instances. To find the dynamically optimal function instance we exploit the observation that the enumeration space for a function typically contains a very small number of distinct control flow paths. We simulate only one function instance from each group of function instances having the identical control flow, and use that information to estimate the dynamic performance of the remaining functions in that group. We further show that the estimated dynamic frequency counts obtained by using our method correlate extremely well to simulated processor cycle counts. Thus, by using our measure of dynamic frequencies to identify a small number of the best performing function instances we can often find the optimal phase ordering for a function within a reasonable amount of time. Finally, we perform a case study to evaluate how adept our genetic algorithm is for finding optimal phase orderings within our compiler, and demonstrate how the algorithm can be improved.
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1. Introduction
Optimizing compilers employ numerous optimization phases to improve the performance of the generated program. The performance criteria is frequently speed of execution, but it may also be code size or energy consumption for applications compiled for embedded processors. It is commonly acknowledged that the code generated by even the best optimizing compilers can almost always be improved. One reason for sub-optimal code being produced is due to an issue in compilers called the phase ordering problem.

Optimization phases in a compiler use and share resources and most require specific conditions in the code to be applicable, which can be created or destroyed by other optimizations. As a result these phases can potentially enable or disable opportunities for other optimizations. Most of these phase interactions are difficult to predict as they depend on the function being optimized, the underlying architecture, and the specific implementation of optimizations in the compiler. Moreover, a single order of applying optimizations is widely acknowledged to not produce optimal code for every application [2, 3, 4, 5, 6, 7]. Therefore, researchers have been trying to understand the properties of the optimization phase order search space so that optimal or near-optimal optimization sequences can be applied when compiling applications.

An obvious solution to the phase ordering problem is to exhaustively evaluate all orderings of optimization phases. Until recently this was considered infeasible, except for very small kernels and very few optimization phases. The reason for this can be easily appreciated when one considers the fact that most modern compilers have numerous optimization phases, and many phases are applicable multiple times in the compilation process. It is also difficult to employ reasonable heuristics to prune the optimization space that do not also prune optimal orderings, since the interactions between different optimizations are poorly understood. During one recent investigation of the phase ordering problem [5, 8] we showed that there is much redundancy in the function instances generated by different optimization phase sequences. This redundancy occurs when phases fail to transform the code or when transformations performed by different phases are independent. This key insight allowed us to approach the phase ordering problem differently, as the problem of generating all distinct function instances that can be produced by different phase orderings in our compiler. Using an innovative algorithm we were able to exhaustively enumerate all distinct function instances that can be produced by different phase orderings performed by our compiler for more than 98% of the functions in our benchmark suite [1].
The above study enumerated the optimization phase order space and determined the statically (code size) optimal function instance that can be generated by our compiler. It is, however, more challenging to determine which one of the enumerated function instances provides the best performance for dynamic performance criteria. Obtaining dynamic performance measures traditionally requires execution or simulation of the application. Executing the program for each distinct function instance takes considerably longer than the compiler generating the function instance. Moreover, simulation can be orders of magnitude more expensive than native execution, and is sometimes the only resort for evaluating the performance of applications on embedded processors. Very often embedded application developers are willing to wait for reasonably long searches, typically spanning a few hours, for small performance improvements, but most people would be unwilling to wait longer. In this paper we demonstrate the application of a technique that requires only a few executions of the program to get dynamic performance measures for all distinct function instances. Thus, the major contributions of this work are:

1. an approach to quickly obtain dynamic performance measures for all distinct function instances in an exhaustive enumeration of the optimization phase order search space;
2. a study to show that our estimates of dynamic frequency counts correlate very closely with simulator cycles for embedded systems, allowing near optimal phase orderings to be obtained;
3. a study of how to apply a basic genetic algorithm for finding the optimal phase ordering for our compiler.

The remainder of this paper is organized as follows: In Section 2 we review a summary of some other work related to this topic. In Section 3 we give an overview of our experimental framework. We provide a background to this work in Section 4 by describing our approach [1] to enumerate all distinct function instances produced by our compiler. We describe our algorithm to obtain dynamic measures for all function instances in Section 5. In Section 6 we analyze the correlation between our measure of dynamic counts and processor cycles. In Section 7 we show how well suited a genetic algorithm is to search for good optimization sequences in our compiler. In the last two sections we list some of our directions for future work and our conclusions.

2. Related Work

Several groups have worked on addressing the phase ordering problem, and attempted to better understand optimization phase interactions. Specifications of code improving transformations have been automatically analyzed to determine if one type of transformation could enable or disable another [9, 3]. This work was limited by the fact that in cases where phases do interact, the determination of the order-dependent phases was not possible to be automated and required detailed knowledge of the compiler. We have recently demonstrated that exhaustive enumeration of all distinct function instances that can be produced due to different phase orderings is possible over the entire set of optimizations in a typical compiler, and does not require more than a few hours for even the largest function in our test suite [1]. Zhao et al. [10] used a model-based framework to selectively apply optimizations when they were predicted to be profitable. This work shows that model-based approaches can be fast and accurate, and can be effectively used to explore different properties of compiler optimizations.

Researchers have also investigated the problem of finding an effective optimization phase sequence by aggressive pruning and/or evaluation of only a portion of the search space. A method, called Optimization-Space Exploration [7], uses static performance estimators to reduce the search time. In order to prune the search they limit the number of configurations of optimization-parameter value pairs to those that are likely to contribute to performance improvements. This area has also seen the application of other search techniques to intelligently search the optimization space. Hill climbers [11, 6] and grid-based search algorithms [12] have been employed during iterative algorithms to find optimization phase sequences better than the default one used in their compilers. Other researchers have used genetic algorithms [4, 5] with aggressive pruning of the search space [8, 13] to make searches for effective optimization phase sequences faster and more efficient.

A related issue to the phase ordering problem is how to best apply a given optimization phase. The small area of the transformation space formed by applying loop unrolling (with unroll factors from 1 to 20) and loop tiling (with tile sizes from 1 to 100) was analyzed for a set of three program kernels across three separate platforms [14]. Enumerations of search spaces formed by a larger set of distinct optimization phases have also been evaluated [11]. One important deduction was that the search space generally contains enough local minima that biased sampling techniques, such as hill climbers and genetic algorithms, should find good solutions. Rather than changing the order of optimization phases, several researchers work on a related problem of finding the best set of optimizations by turning on or off optimization flags to a conventional compiler [15, 16, 17].

Studies of using static performance estimations to avoid program executions have been done previously [18, 19, 20]. Wagner et al. [19] presented a number of static performance estimation techniques to determine the relative execution frequency of program regions, and measured their accuracy by comparing them to profiling. They found that in most cases static estimators provided sufficient accuracy for their tasks. Knijnenburg et al. [18] used static models to reduce the number of program executions needed by iterative compilation. The method of static performance estimation we use in this paper is most similar to the approach of virtual execution used by Cooper et al. [20] in their ACME system of compilation. In the ACME system, Cooper et al. strived to execute the application only once (for the un-optimized code) and then based on the execution counts of the basic blocks in that function instance and careful analysis of transformations applied by their compiler they tried to determine the dynamic instruction counts for all other function instances. Due to this ACME has to maintain detailed state, which introduces some amount of additional complexity in the compiler. In spite of this, in a few cases ACME is not able to accurately determine the dynamic instruction count, resulting in some error in their computation.

3. Experimental Framework

The work in this paper attempts to demonstrate that it is possible to extend the exhaustive phase order enumeration algorithm [1] to determine the dynamically optimal function instance that can be generated by a typical compiler without significant additional overhead. The research in this paper uses the Very Portable Optimizer (VPO) [21], which is a compiler back end that performs all its optimizations on a single low-level intermediate representation called RTLs (Register Transfer Lists). Since VPO uses a single representation, it can apply most analysis and optimization phases repeatedly and in an arbitrary order. VPO compiles and optimizes one function at a time. This is important for the current study since restricting the phase ordering problem to a single function, instead of the entire file, helps to make the optimization phase order space more manageable. Similar to the earlier study [1], we have used the compiler to generate code for the StrongARM SA-100 processor using Linux as its operating system. We used the SimpleScalar set of functional and cycle-accurate simulators [22] for the ARM to get dynamic performance measures.
Table 1 describes each of the 15 candidate code-improving phases that were used during the exhaustive exploration of the optimization phase order search space. In addition, register assignment, which is a compulsory phase that assigns pseudo registers to hardware registers, must be performed. VPO implicitly performs register assignment before the first code-improving phase in a sequence that requires it. Two other optimizations, merge basic blocks and eliminate empty blocks, were removed from the optimization list used for the exhaustive search since these optimizations only change the internal control-flow representation as seen by the compiler and do not directly affect the final generated code. These optimizations are now implicitly performed after any transformation that has the potential of enabling them. After applying the last code-improving phase in a sequence, VPO performs another compulsory phase that inserts instructions at the entry and exit of the function to manage the activation record on the run-time stack. Finally, the compiler also performs predication and instruction scheduling before the final assembly code is produced. These last two optimizations should only be performed late in the compilation process, and so are not included in the set of phases used for exhaustive optimization space enumeration. While most of the optimizations in Table 1 can be performed in an arbitrary order, a few restrictions are imposed in the compiler to simplify its implementation [1].

In this study we are only investigating the phase ordering problem and do not vary parameters for how phases should be applied. For instance, we do not attempt different configurations of loop unrolling, but always apply it with a loop unroll factor of two since we are generating code for an embedded processor where code size can be a significant issue. Note that VPO is a compiler backend. Many other optimizations not performed by VPO, such as loop tiling/interchange, inlining, and some other interprocedural optimizations, are typically performed in a compiler frontend, and so are not present in VPO. We also do not perform ILP (frequent path) optimizations since the ARM is typically a single issue processor and ILP transformations would be less beneficial. In addition, frequent path optimizations require a profile-driven compilation process that would complicate this study.

We used the same benchmarks as in our phase order space enumeration study [1]. These include a subset of the MiBench benchmarks, which are C applications targeting specific areas of the embedded market [23]. One benchmark was used from each of the six categories of applications (a total of 111 functions). Table 2 contains descriptions of these programs.

4. Background

In this section we outline our approach [1] to exhaustively enumerate the optimization phase order search space for the optimizations present in VPO. An important realization from past work on the phase ordering problem is that there is much redundancy in the function instances produced by different attempted optimization phase orders [1]. First, some phases are unsuccessful when attempted. Second, even though optimization phases interact with each other by virtue of sharing resources or by changing the instruction patterns in the program to enable or disable other optimizations, it is frequently the case that many optimizations can be applied independently of each other most of the time. As a result many different orderings of optimization phases generate the same code. The number of distinct function instances that can be produced by different phase orderings for any function is orders of magnitude smaller than the actual number of distinct attempted phase orderings. This can also be seen from the high amount of redundant sequences found by different heuristic algorithms [5, 8].

In view of these observations, instead of attempting to enumerate all distinct optimization phase sequences, the phase ordering problem can be made more practical by attempting to generate all distinct function instances that could be produced due to different optimization phase orderings. It is also important to note that the ability to correctly form all different phase orderings is inherently limited by the lack of knowledge of the correct sequence length
for each function. Optimization sequence lengths vary by function since optimizations may be always unsuccessful for some functions, while be successful one or more times for others.

Although re-stating the phase ordering problem makes it easier to find a tractable solution, designing and implementing the solution is by no means trivial. Our solution to this problem [1] breaks the phase ordering space into multiple levels, as shown in Figure 1. At the root (level 0) we start with the unoptimized function instance. For level 1, we generate the function instances produced by an optimization sequence length of 1, by applying each optimization phase individually to the base unoptimized function instance. After producing each function instance we check to see if it is identical to some other previously encountered function instance by calculating and comparing the 32 bit CRC [24] hash function values for each function. It is also likely that many optimizations do not find any opportunity to make changes to the current function instance. We refer to such unsuccessful phases as being *dormant* at that point. In contrast, phases that cause changes are called *active*. Thus, if the optimization phase was dormant, then we can be certain that the function instance has been left unmodified and so no check is required for such cases.

For all subsequent levels, we try to generate new function instances by applying each optimization phase to all the distinct function instances present after the preceding level. This exponential space is typically reduced to a manageable Directed Acyclic Graph (DAG) due to our pruning criteria, as shown in Figure 2. We kept the enumeration times manageable by placing a constraint on their search algorithm to abort the enumeration if the number of optimization sequences to attempt at any level exceed a million. The search space for such functions is considered too large to completely enumerate in a reasonable amount of time. Even with this constraint our algorithm is able to completely enumerate the phase order space for 109 out of their 111 benchmark functions, most in a few minutes and the remainder in a few hours.

For all subsequent levels, we try to generate new function instances by applying each optimization phase to all the distinct function instances present after the preceding level. This exponential space is typically reduced to a manageable Directed Acyclic Graph (DAG) due to our pruning criteria, as shown in Figure 2. We kept the enumeration times manageable by placing a constraint on their search algorithm to abort the enumeration if the number of optimization sequences to attempt at any level exceed a million. The search space for such functions is considered too large to completely enumerate in a reasonable amount of time. Even with this constraint our algorithm is able to completely enumerate the phase order space for 109 out of their 111 benchmark functions, most in a few minutes and the remainder in a few hours.

**Figure 1.** Naive Optimization Phase Order Space (for Four Distinct Optimizations)

**Figure 2.** Optimization Phase Order Space after Applying Pruning to Eliminate Redundant Function Instances

5. **Optimal Dynamic Function Instance**

Exhaustive enumeration of the optimization phase order space, as explained in the previous section, can give a statically smallest (*optimal*) function instance, with respect to the possible phase orderings in our compiler. It should be kept in mind that a different compiler, with a different or greater set of optimization phases can possibly generate better code than the *optimal* instance produced by VPO. Thus, *optimal* in the context of this work refers to the best code that can be produced by any optimization phase ordering in VPO and is not meant to imply a universally optimum solution.

It is obvious that the statically smallest function instance might not produce the best possible dynamic performance. Finding the optimal code for dynamic performance measures would traditionally require execution or simulation of all distinct function instances for each function. Execution of the application can be many times more expensive than the compiler generating the function instance. Simulation is generally orders of magnitude more expensive than native execution. Our experimental environment for the ARM requires us to do simulations rather than native executions. This is a common development environment for many embedded applications since an embedded processor often is not available or does not support compilation. Simulations of all enumerated function instances in our benchmark suite may take many months or even years to accomplish. Therefore, we need some way to limit the number of simulations and still be able to accurately estimate dynamic performance for non-simulated function instances.

Our strategy to reduce the number of simulations is related to a technique used by Cooper et al. in their ACME system of adaptive compilation [20]. The concept behind our approach is based on the premise that two different function instances having identical control flow graphs will execute the same blocks the same number of times. This, together with our observation that the compiler typically generates a very small number of distinct control flow paths during the complete enumeration of all instances for any one function helped guide us to our method. Thus, we only simulate the application when the compiler produces a function instance with a control flow that has not been previously encountered. This approach of only executing a function instance when a new control flow has been encountered is more practical in VPO, since it has a per-function basis, as compared to the ACME system which tunes entire applications or each file within the application. It is difficult to compare our approach with that implemented in the ACME system since that would require us to adopt their heuristics for how basic block execution counts are to be estimated with control flow changes. Our approach is, however, easier (and provides more accurate estimates) since we always execute the application on a control flow change and so, are never required to estimate the block execution counts. It is also more practical for our experiments since we typically have very few distinct control flows per function.

Thus, the control flow graph of each new function instance is compared with all previously encountered control flows. This check compares the number of basic blocks, the position of the blocks in the control flow graph, the positions of the predecessors and successors of each block, and the relational operator of each condition branch instruction. Loop unrolling introduces a small complexity for loops with a single basic block. It is possible for loop unrolling to unroll such a loop and change the loop exit condition. Later if some optimization coalesces the unrolled blocks, then the control flow looks identical to that before unrolling, but due to different loop exit conditions, the block frequencies are actually different. Such cases are handled by marking unrolled blocks differently than non-unrolled code. We are unaware of any other control flow changes caused by our set of optimization phases that would be incorrectly detected by our algorithm.

We instrument the function instance having a *new* control flow with added instructions using EASE [25] to count the number of times each basic block in that control flow is executed. The basic block execution counts for this new control flow are recorded after simulation of the application. Other function instances having identical control flow will have identical block execution counts. We statically determine the number of cycles required to execute each basic block, which, in addition to the instruction latency,
also considers instruction-dependency and resource-conflict related stalls. Multiplying the number of static cycles for each basic block with the block execution counts gives us, what we call, the dynamic frequency measure for each function instance.

Table 3 shows the dynamic frequency results for all the executed functions in our benchmark suite, except for two functions in fft for which we were not able to completely enumerate the optimization phase order space within the constraints placed on the search algorithm, as explained in Section 4. Note that the remaining functions not shown in the table were not executed with the input data provided with these benchmarks. One important number, which makes the technique of exhaustive enumeration possible, is the relatively small number of distinct function instances for each function. For an average sequence length of 12 the number of possible attempted optimization phase orderings would be $15^{12}$, where 15 is the number of distinct phases used in our study. Even more important is the fact that unlike the attempted optimization phase ordering space, the number of distinct function instances does not typically increase exponentially as the sequence length increases. Thus, even for a maximum sequence length of 26 that was encountered in the 39 executed functions we enumerated, the total number of distinct function instances is only 343,162.

It can also be seen from the table that each function typically has a very small number of distinct control flows. This fact is very important in our case, since for each function we are only required to simulate the application a small number of times. Requiring only a few simulations makes it possible to get dynamic frequency measures for all the generated function instances during the exhaustive enumeration of each function. The next column gives a count of the number of leaf function instances. These are function instances for which no additional optimization phase found any opportunity to be successful. The small number of leaf function instances imply that even though the enumeration DAG (see Figure 2) may grow out to be very wide, it generally starts converging towards the end.

It is also worthwhile to note that it is most often the case that the optimal function instance is a leaf. Note again that we are defining optimal in this context to be the function instance that results in the best dynamic frequency measures. We found that for 87.18% of the functions in our test suite the optimal function instance is a leaf instance, with almost one in every three leaf function instances on average, yielding the same optimal dynamic performance. Apart from this, there was at least one leaf function instance having dynamic performance within 1% of the optimal for 37 out of the 39 executed functions in Table 3. It is easy to imagine why this is the case, since all optimizations are designed to improve performance, and there is no optimization in VPO which undoes changes made by other optimizations before it.

We analyzed the few cases for which none of the leaf function instances achieved optimal performance. The most frequent reason we observed that caused such behavior is illustrated in Figure 3. Figure 3(a) shows a code snippet which yields the best performance and 3(b) shows the same part of the code after applying loop invariant code motion. $r[0]$ and $r[1]$ are passed as arguments to both of the called functions. Thus, it can be seen from Figure 3(b) that code motion moves the invariant calculation, $r[4]+28$, out of the loop, replacing it with a register to register move, as it is designed to do. But later, the compiler is not able to collapse the reference by copy propagation due to the fact that it is passed as an argument to a function. The implementation of code motion in VPO is not robust enough to detect that the code will not be further improved. In most cases, this situation will not have a big impact, unless this loop does not typically execute many iterations. It is also possible that code motion may move an invariant calculation out of a loop that is never entered during execution. In such cases, no leaf function instance is able to achieve optimal phase ordering dynamic results.

6. Correlation between Dynamic Frequency Measures and Processor Cycles

Our estimate of dynamic performance is partly based on static measures. Although we have tried to account for data hazards related stalls in our estimate, it still does not consider other penalties encountered during execution, such as branch misprediction and cache miss penalties. Processor cycles obtained from a simulator would provide a more accurate estimate of dynamic performance, but is also more expensive to obtain. Note that, unlike general-purpose processors, the cycles obtained from a simulator can often be very close to executed cycles in an embedded processor since these processors may have simpler hardware and no operating system. For similar reasons, dynamic frequency measures on embedded processors will also have a much closer correlation to simulated cycles than for general-purpose processors. In this section we show that within our test environment and experimental framework, there is indeed a very close correlation between dynamic frequency counts and simulator cycles. Before listing the correlation results we first describe a modification we made to the SimpleScalar cycle accurate simulator to make it faster.

- **Figure 3. Case When No Leaf Function Instance Yields Optimal Performance**

The two columns under the heading % from opt. in Table 3 show the percentage distance between the optimal function instance and the Batch and Worst leaf instances, respectively. It is important to note that in VPO the fixed (batch) sequence is always a leaf, since the batch compiler iteratively attempts optimization phases in a specific order until no additional changes are made to the function being compiled by any optimization phase. In contrast, many other compilers (including GCC) cannot do this effectively since it is not possible to easily re-order optimization phases in these compilers. The order in which phases are applied in the batch compiler has also been tuned over many years to obtain good performance. In spite of this, the batch compiler produces code which is 4.60% worse, on average, than optimal and 50% worse than optimal in the worst case. The next column shows the range between the best and the worst leaf function instance. On average this range is 47.64%.

The last column illustrates the percentage of leaf function instances achieving optimal or near-optimal phase order performance. Thus, we can see that more than 30% of the leaf instances yield the same optimal performance. More than 42% of the leaf function instances come within 2% of optimal. From this discussion it follows that if we can design a compiler that can generate all of the leaf function instances quickly for a function, then it is very likely that at least one of those function instances will achieve optimal or very close to optimal dynamic performance.

- **Table 3 shows the dynamic frequency results for all the executed functions in Table 3. It is easy to imagine why this is the case, since all optimizations are designed to improve performance, and there is no optimization in VPO which undoes changes made by other optimizations before it.**
6.1 Mixed Mode Simulator

The SimpleScalar simulator toolset [22] includes many different simulators intended for different tasks. Most useful for our purposes are the two simulators sim-uop and sim-outorder. Sim-uop is a functional simulator which implements the architecture, only performing the actual program execution. Sim-outorder is a performance simulator which implements the microarchitecture, modeling the system resources and internals in addition to executing the program. Thus, sim-uop is relatively fast but only provides dynamic instruction counts, whereas sim-outorder is able to provide processor cycles, but takes much longer to run. In our experiments we use sim-outorder with the inorder flag for the ARM, which is generally an in-order processor for most implementations.

For our tests we only concentrate on one function at a time. Although the cache and global branch access patterns of the remaining functions in the application, as well as the library functions can affect the performance of the current function being optimized, the side effect should generally be small. In such a scenario it would be ideal if we could run only the current function through the cycle accurate simulator, and run all remaining functions using the faster functional simulator. This method has the potential of reducing the time required for simulations close to the level provided by the faster simulator, while still being able to provide accurate processor cycles for the function in question.

Sim-outorder already has a mode by which we can do only the functional simulation for some number of initial instructions before starting the cycle accurate simulation. But once the cycle simulation was started, it was not possible to go back to the functional mode. We extended sim-outorder to include the ability of going back to the functional mode from the cycle mode, so that we can essentially flip back and forth between the two modes whenever desired. Before each simulator run required during our experiments, we first use the Unix nm utility to get the start and end instruction addresses for the current function. Later during simulation, we
switch to the cycle mode only when the program counter is between this address range for the current function. Whenever the address falls out of this range we wait for the pipeline to empty and then revert back to functional simulation. This approach gives us substantial savings in time with very little loss in accuracy.

6.2 Complete Function Correlation

Even after using the mixed mode SimpleScalar simulator, it is very time consuming to simulate the application for all function instances in every function, instead of simulating the program only on encountering new control flows. We have simulated all instances of a single function completely to provide an illustration of the close correlation between processor cycles and our estimate of dynamic frequency counts. Figure 4 shows this correlation for all the function instances for the init_search function in the benchmark stringsearch. This function was chosen mainly because it is relatively small, but still has a sufficient number of distinct function instances to provide a good example.

In addition to comparing the dynamic frequency estimates and fast (mixed-mode) simulator cycles, Figure 4 also shows that the mixed-mode cycles are almost identical to the actual cycles from sim-outorder. This shows that our fast mode of using sim-outorder provides very accurate estimates. All these performance numbers are sorted on the basis of dynamic frequency counts. Thus, we can see that our estimate of dynamic frequency counts closely follows the processor cycles most of the time. What is more important is that the correlation gets better as the function is better optimized. The excellent correlation between dynamic frequency estimates and fast/slow cycles for the optimized function instances allows us to predict the function instances with good/optimal cycle counts with a high level of confidence.

6.3 Correlation for Leaf Function Instances

Figure 5 shows the distribution of the dynamic frequency counts as compared to the optimal, averaged over all function instances. From this figure we can see that the performance of the leaf function instances is typically very close to the optimal performance, and that leaf instances comprise a significant portion of optimal function instances as determined by the dynamic frequency counts. From the discussion in Section 5 we know that for more than 87% of the functions in our benchmark suite there was at least one leaf function instance that achieved optimal dynamic frequency counts. Moreover, it is important to note that the leaf instances constitute the only set of function instances that can be produced by the class of aggressive compilers that iteratively apply optimization phases until no additional improvements can be made. Since the leaf function instances achieve good performance across all our functions, it is worthwhile to concentrate on leaf function instances. We can see at the same time from Table 3 that most functions typically have very few leaf instances. This makes it possible to get simulator cycle counts for only the leaf function instances and compare these values to our dynamic frequency counts. In this section we show the correlation between dynamic frequency counts and simulator cycle counts for only the leaf function instances for all executed functions in our benchmark suite.

The correlation between dynamic frequency counts and processor cycles can be illustrated by various techniques. A common method of showing the relationships between variables (data sets) is by calculating Pearson’s correlation coefficient for the two variables. The Pearson’s correlation coefficient can be calculated by using the formula:

\[
P_{\text{corr}} = \frac{\sum xy - \frac{\sum x \sum y}{n}}{\sqrt{\left( \sum x^2 - \frac{(\sum x)^2}{n} \right) \left( \sum y^2 - \frac{(\sum y)^2}{n} \right)}}
\]

In Equation 1 \(x\) and \(y\) correspond to the two variables, which in our case are the dynamic frequency counts and simulator cycles, respectively. Pearson’s coefficient measures the strength and direction of a linear relationship between two variables. Positive values of \(P_{\text{corr}}\) in Equation 1 indicate a relationship between \(x\) and \(y\) such that as values for \(x\) increase, values of \(y\) also increase. The closer the value of \(P_{\text{corr}}\) is to 1, the stronger is the linear correlation between the two variables. Thus, \(P_{\text{corr}} = +1\) indicates perfect positive linear correlation between \(x\) and \(y\).

It is also worthwhile to study how close the processor cycle count for the function instance that achieves the best dynamic measure is to the best overall cycle count over all the leaf function instances. To calculate this measure, we first find the best performing function instance(s) for dynamic frequency counts and obtain the corresponding simulator cycle count for that instance. In cases where multiple function instances provide the same best dynamic frequency count, we obtain the cycle counts for each of these function instances and only keep the best cycle count amongst them. We then obtain the simulator cycle counts for all leaf function instances and find the best cycle count in this set. We then calculate the following ratio for each function:

\[
L_{\text{corr}} = \frac{\text{best overall cycle count}}{\text{cycle count for best dynamic freq count}}
\]

The closer the value of Equation 2 comes to 1, the closer is our estimate of optimal by dynamic frequency counts to the optimal by simulator cycles.
Table 4 lists our correlation results for leaf function instances over all executed functions in our benchmarks. The column, labeled \textit{Pcorr}, provides the Pearson’s correlation coefficient according to Equation 1. An average correlation coefficient value of 0.96 implies that there is excellent correspondence between dynamic frequency counts and cycles. The next column shows the value of \textit{Lcorr} calculated by Equation 2. The following column gives the number of distinct leaf function instances which have the same best dynamic frequency counts. This number provides an estimate of how many function instances we would need to simulate to obtain optimal cycles, in case the cycles for any one of these function instances actually achieves overall optimal performance (only for leaf function instances in this case). Thus, it can be seen that on average the value of \textit{Lcorr} is very close to 1, and we would need to simulate less than 5 function instances per function to obtain the leaf instance achieving the best cycle counts. The next two columns show the same measure of \textit{Lcorr} by Equation 2, but instead of considering only the best leaf instances for dynamic frequency counts, they consider all leaf instances which come within 1% of the best dynamic frequency estimate. Considering more instances increases the number of simulator runs we need to perform to get best cycles, but also allows our estimated good leaf instances to get even closer to being able to predict optimal simulator cycles.

The conclusions of this study are limited since we only considered leaf function instances. It would not be feasible to get cycle counts for all function instances over all functions. In spite of this restriction, the results are interesting and noteworthy since they show that a combination of static and dynamic estimates of performance can predict pure dynamic performance with a high degree of accuracy. This result also leads to the observation that we should typically only need to simulate a very small percentage of good function instances as indicated by dynamic frequency counts to obtain the optimal function instance by simulator cycles.

7. Genetic Algorithm Performance Results

Since it was generally considered infeasible to enumerate the optimization phase order search space, many researchers employed heuristic algorithms, such as grid-based searches, hill-climbing algorithms etc. to adaptively search a subset of the complete optimization phase order space [4, 5, 8, 13]. Such heuristic algorithms are believed to provide better solutions faster than just a random exploration of the search space. However, till this date there has not been any comprehensive work to study how good the solution provided by such heuristic algorithms compare with the best possible solution since researchers always considered the optimization phase order space too large to fully evaluate. Since we now know the optimal function instance for each function, it is worthwhile to perform a case-study to compare the results of our genetic algorithm to investigate how close it comes to the optimal dynamic frequency counts solution and how long it takes to achieve this optimum for each function. Further, we attempt to exploit some of the information about the optimization interactions collected during our exploration of the optimization phase order space to determine their effect on the performance of the genetic algorithm.

The genetic algorithm setup used for these experiments is similar to some earlier experimental setups used by other researchers to assess the merit of using genetic algorithms to address the phase ordering problem [4, 5]. Chromosomes in the genetic algorithm correspond to optimization sequences, and genes in the chromosome correspond to optimization phases. The set of chromosomes currently under consideration constitutes a population. The number of generations indicates how many sets of populations are to be evaluated. As in earlier experiments [4, 5], we have 20 chromosomes per generation. However, in our algorithm the number of generations is kept floating, as opposed to the fixed number of generations (100) used earlier. The algorithm now terminates after the generation in which it finds the optimal dynamic frequency counts solution, or if the best solution found by the genetic algorithm does not improve over its current best for more than a 100 generations. The potential increase in the number of generations that could result from the change in the terminating condition can be easily sustained since now the application only needs to be simulated for new control flows, as explained in Section 5. The sequence length for use by the genetic algorithm is determined by multiplying the largest active sequence length found for that function (see Table 3) by 1.25. The multiplication factor is to take into account dormant phases since the chromosomes applied during the genetic algorithm represent the attempted sequence and not the active sequence. To produce the next generation we first sort the chromosomes in the current generation in ascending order of their dynamic frequency counts. During crossover we replace four chromosomes from the lower half of the sorted list by repeatedly selecting two chromosomes from the upper half of the list and replacing the lower half
of the first chromosome with the upper half of the second chromo-
some and vice-versa to produce two new chromosomes each time.
During mutation we replace a phase with another random phase
with a probability of 5% for chromosomes in the upper half of the
population and 10% for the chromosomes in the lower half.
We also performed a second set of experiments with the genetic
algorithm by changing the mutation routine to take into account
optimization phase interaction results. The complete enumeration
of the phase order space provides us with useful information about
how often some phase enables or disables some other phase. This
information was used in our previous study to obtain faster batch
compilation [1]. For the current study, instead of selecting a purely
random replacement phase during mutation, we use this informa-
tion to select the phase based on the probability of it being active
at that point. The current phase probabilities are modified after every
phase by using the algorithm below.

```c
/* opt is the last phase performed and becomes dormant */
prob[opt] = 0.0
/* determine probability of each phase being active */
for(i=0 ; i < seq.length ; i++)
    prob[i] = (1.0-prob[i])*enable[opt][i] +
        (prob[i])*disable[opt][i]
```

Enable and disable are the phase probabilities for each phase in-
teraction with all other phases. The enabling/disabling probabilities
for each function were determined by averaging these probabilities
over all the functions, except for the current function whose opti-
mization phase order is being searched by the genetic algorithm.
The initial probabilities for each phase reflects the percentage of
time it was found to be active at the start of the optimization pro-
cess (i.e. for the unoptimized function instance). The technique
of only simulating the program on encountering a yet unseen con-
trolflow gives us a huge time savings beyond our earlier approaches
for making genetic algorithms faster [8] (for example, from 173
seconds to 18 seconds for init.search in stringsearch).

Table 5 shows the results of these experiments. The three
columns under Original GA list the results using unbiased random
mutation, and the next four columns under Modified GA illus-
trate the results with the mutation phase changed to reflect phase in-
teraction probabilities. From these results it can be seen that genetic
algorithms typically take only a few generations to reach their best
result. The original genetic algorithm was occasionally not able to
find the optimal instance under the test conditions, which resulted
in a performance loss of 0.51% on average. After accounting for
the phase interactions during mutation, the modified genetic algo-
rithm was able to find the optimal instance for all but one of the
executed functions in our benchmark suite. This shows that using
phase probabilities helps bias the genetic algorithm searches
towards better sequences faster. It is possible that the original ge-
netic algorithm left to run for a greater number of generations will
eventually reach the optimal solution as well. It should however
be noted that the increase in the number of generations has only
been made possible due to the ability to accurately estimate the fre-
cquency counts without actually executing the application in most
cases. This study shows that adaptive algorithms work very well
in our test suite and often are able to find the optimal phase order-
ing for the compiler we used. The reason for this is quite evident
from Table 3 which shows that most functions typically have many
minima, as well as many other points close to the optimal solution.

8. Future Work
In the future, we plan to investigate making a variety of improve-
ments to the current work. We will attempt improvements to make
the optimization phase order enumeration algorithm more efficient.

<table>
<thead>
<tr>
<th>Function</th>
<th>Original GA</th>
<th>Modified GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gen</td>
<td>Opt</td>
</tr>
<tr>
<td>AR_bitb_jh...</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>BW_bitb_jh...</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>bit_count</td>
<td>25</td>
<td>Y</td>
</tr>
<tr>
<td>bit_shifter</td>
<td>19</td>
<td>Y</td>
</tr>
<tr>
<td>bitcount</td>
<td>4</td>
<td>Y</td>
</tr>
<tr>
<td>main</td>
<td>58</td>
<td>Y</td>
</tr>
<tr>
<td>ntbl_bitcnt</td>
<td>21</td>
<td>N</td>
</tr>
<tr>
<td>ntbl_bite...</td>
<td>6</td>
<td>Y</td>
</tr>
<tr>
<td>dequeue</td>
<td>32</td>
<td>Y</td>
</tr>
<tr>
<td>dijkstra</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>enqueue</td>
<td>38</td>
<td>Y</td>
</tr>
<tr>
<td>main</td>
<td>28</td>
<td>N</td>
</tr>
<tr>
<td>print_path</td>
<td>4</td>
<td>Y</td>
</tr>
<tr>
<td>qcount</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>CheckPoint...</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>IsPowerOf...</td>
<td>9</td>
<td>Y</td>
</tr>
<tr>
<td>NumberOf...</td>
<td>49</td>
<td>Y</td>
</tr>
<tr>
<td>ReverseBits</td>
<td>17</td>
<td>Y</td>
</tr>
<tr>
<td>byte_reve...</td>
<td>14</td>
<td>N</td>
</tr>
<tr>
<td>main</td>
<td>18</td>
<td>Y</td>
</tr>
<tr>
<td>sha_final</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>sha_init</td>
<td>9</td>
<td>Y</td>
</tr>
<tr>
<td>sha_print</td>
<td>14</td>
<td>Y</td>
</tr>
<tr>
<td>sha_stream</td>
<td>84</td>
<td>Y</td>
</tr>
<tr>
<td>sha_trans...</td>
<td>25</td>
<td>N</td>
</tr>
<tr>
<td>sha_update</td>
<td>10</td>
<td>Y</td>
</tr>
<tr>
<td>finish_in...</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>get_raw_row</td>
<td>2</td>
<td>Y</td>
</tr>
<tr>
<td>jinitrea...</td>
<td>22</td>
<td>Y</td>
</tr>
<tr>
<td>main</td>
<td>71</td>
<td>Y</td>
</tr>
<tr>
<td>parse_sw...</td>
<td>14</td>
<td>N</td>
</tr>
<tr>
<td>pbm_getc</td>
<td>31</td>
<td>Y</td>
</tr>
<tr>
<td>read_pbm...</td>
<td>16</td>
<td>Y</td>
</tr>
<tr>
<td>selectft...</td>
<td>34</td>
<td>Y</td>
</tr>
<tr>
<td>start_imp...</td>
<td>11</td>
<td>Y</td>
</tr>
<tr>
<td>write_std...</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>init_search</td>
<td>5</td>
<td>Y</td>
</tr>
<tr>
<td>main</td>
<td>16</td>
<td>Y</td>
</tr>
<tr>
<td>stringsearch</td>
<td>17</td>
<td>Y</td>
</tr>
<tr>
<td>average</td>
<td>18.73.97</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Gen - generation to reach the best solution, Opt - whether optimal was found
for this function, Df - how worse the best GA solution was from optimal,
Gn - generations required by the modified GA to reach a solution that is at
least as good as that found by the Original GA, Gn2 - generation to reach
best solution for modified GA.

Currently, for each distinct function instance at the current level,
the enumeration algorithm applies all optimization phases at the
next level to check if any of them lead to a new function instance.
In practice, most of these phases turn out to be dormant. We can use
the enabling/disabling and independence phase interaction relation-
ships gathered from previous enumeration runs to avoid optimiza-
tion sequences which are predicted to not have a sufficient probabil-
ity of success. It may also be possible to use the phase interaction
relationships to determine phases which can then be grouped to-
gether to reduce the number of distinct optimizations during phase
order enumeration. Secondly, we plan to improve non-exhaustive
searches of the phase order space. Presently the only feedback we
get from each optimization phase was whether it was active or
dormant. We do not keep track of the number and type of actual
changes for which each phase is responsible. Keeping track of this
information would be very useful to get more accurate phase inter-
action information to avoid dataflow analysis that is unaffected or
to better choose the next phase to apply.
9. Conclusions
The ultimate goal of the exhaustive enumeration of the optimization phase order search space for a function is to find an instance that will achieve optimal dynamic execution performance. In this paper we have shown that for most of the functions in our benchmark suite, it is possible to obtain the optimal function instance w.r.t. our measure of dynamic frequency counts, in a reasonable amount of time. We do this by limiting the number of simulations during the exhaustive enumeration of the optimization phase order search space to only those function instances which have a control flow that was not previously encountered. For all remaining function instances for that control flow we estimate the dynamic frequency measures from the execution counts of the basic blocks. We further show that our measure of dynamic frequency counts correlates very well with actual simulator cycles when the frequency counts compare versions of the program that have the same control flow. This leads us to the conclusion that if we could determine a small number of good function instances quickly (from the exhaustive set of all possible function instances) using our measure of dynamic frequencies, then it is possible to simulate only the function instances in this set. We found that the function instance achieving the best simulator cycles from this smaller set will likely be optimal, or very close to optimal for the possible phase orderings in the compiler we used. Finally, we showed that even basic genetic algorithms are often able to find the optimal function instance (for dynamic frequency counts) for our compiler in a small number of generations, and that their performance can still be improved by exploiting phase interaction information during the algorithm.
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