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Abstract—In light of the rapidly growing interest in spectrum
sharing capabilities, we examine the prospect of multiple radars
concurrently occupying the same spectrum, where the associated
emissions mutually interfere in the form of waveform cross-
correlation effects. To assess the practical separability of the
resulting radar echoes a new version of the multistatic adaptive
pulse compression (MAPC) algorithm is formulated that is appli-
cable to FM waveforms, which remain the most commonly used in
operational radar systems. It is demonstrated experimentally that
this method provides effective shared-spectrum signal separation,
especially when preceded both other forms of coherent gain to
maximize the available dynamic range.

Index Terms—multistatic radar, spectrum sharing, MIMO, adap-
tive filtering

I. INTRODUCTION

Due to steadily increasing demand for spectrum there has

been a recent surge in research on spectrum sharing topics,

particularly with regard to radar and communication spectrum

sharing [1]–[6]. Radar spectrum is especially coveted because

the bands tend to be relatively large to enable good range res-

olution and spectral maneuverability [7]. Further, the driving

factor of high sensitivity has previously precluded the influx of

other interference-generating spectrum users into radar bands.

In contrast to the contemporaneous notions of sharing radar

spectrum with other users, here we consider how radar may

more efficiently use its allocated spectrum by leveraging the

same concept of spectral re-use employed for commercial

communications. Specifically, if a radar receiver has coherent

knowledge of the other radar waveforms being employed in

its vicinity, how well can the associated echoes be separated

via receive processing? Put another way, can we address the

problem of RF fratricide that is already known to exist, most

notably due to atmospheric ducting effects [8]?

This problem was addressed a little over a decade ago via

the Multistatic Adaptive Pulse Compression (MAPC) algo-

rithm [9], [10] that is a multi-waveform generalization of the

APC algorithm [11]. However, the previous work on MAPC

considered polyphase codes, whose use in practice are limited

due to broad spectral skirts (due to abrupt phase transitions)

and their subsequent susceptibility to distortion in high-power

transmitters [12]. Recent work [13]–[15] has shown how

APC can be modified to make it suitable to arbitrary FM

waveforms, which are far more suitable to high-power systems.

Here we extend this recent work to likewise demonstrate

the efficacy of an FM suitable variant of MAPC that may

facilitate the feasibility of shared-spectrum radar. In so doing

it is shown that the traditional ordering of operations in the

receive processing chain, with Doppler processing following

pulse compression, could benefit from a converse arrangement.

Further, achievement of the enhanced sensitivity enabled by

adaptive processing in the range domain also introduces a

heightened need for range-walk compensation to ensure ad-

equate fidelity is maintained. These factors establish a trade-

space between complexity and performance that underscore

the difficulty with the practical realization of all manner of

radar spectrum sharing.

II. SHARED-SPECTRUM RADAR RECEIVE PROCESSING

Consider the scenario where multiple radar transmitters

concurrently emit unique waveforms occupying the same fre-

quency band. When faced with the superposition of scattering

by multiple waveforms, conventional range-domain processing

(i.e. matched filtering) suffers from a significant amount of

interference arising from the cross-correlation between the

different waveforms. Here we formulate a variant of the

MAPC algorithm [9] to facilitate the adaptive separation of

these components within the context of physically realizable

waveforms.

Clearly there are complicating issues such as partial spec-

tral overlap, imperfect knowledge of other radar waveforms

(and their possibly too-similar nature), transmit/receive tim-

ing synchronization (or lack thereof), and the damage that

could be caused to sensitive receive components by the

direct mainbeam illumination of another high-power radar.

These effects notwithstanding, the proposed approach and

subsequent experimental performance assessment establish a

benchmark for what could be achieved in practice. Further,

this formulation may also have application to a variety of

downstream MIMO processing that relies on a high degree

of waveform separability (theoretically orthogonal) and other

structure-based separation of radar and communication signals.

A. Signal model

Consider D transmitters that emit unique frequency modu-

lated (FM) waveforms having the same spectral support. For

the sake of convenience, assume that the D emitted waveforms

have the same pulsewidth T and 3-dB bandwidth B, and

are receive sampled at a rate commensurate with sampling

period Ts. Thus the waveforms can be represented as length-N
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Fig. 1. Two-transmitter multistatic configuration and signal model.

discrete sequences si = [si(1) · · · si(N)]T for i = 1, . . . , D
and N = T/Ts. Note that the sampling rate fs = 1/Ts must

sufficiently exceed B to ensure enough fidelity for receive

separation.

For a receiver that captures the echoes from these D
transmitters the resulting discretized signal at sample delay

ℓ can be modeled as the superposition of convolutions

y(ℓ) =

D
∑

i=1

N
∑

n=1

si(n)xi(ℓ− n+ 1) + u(ℓ), (1)

where xi(ℓ) is the complex scattering amplitude at delay ℓ
associated with the ith transmitter and u(ℓ) is additive noise.

A simple two-transmitter multistatic configuration is illustrated

in Figure 1.

The collection of N samples of the received signal corre-

sponding to scattering at delay ℓ can then be expressed as

y(ℓ) = [y(ℓ) · · · y(ℓ+N − 1)]T =

D
∑

i=1

Sixi(ℓ) + u(ℓ). (2)

The length N vector u(ℓ) constitutes addi-

tive noise while the length 2N − 1 vector

xi(ℓ)=[xi(ℓ−N+1) · · · xi(ℓ+N−1)]T comprises the

complex scattering of the ith range profile surrounding and

including delay ℓ. Finally, the Toeplitz matrix

Si =













si(N) · · · · · · si(1) 0 · · · 0

0
. . .

...
. . .

. . .
...

...
. . .

. . .
...

. . . 0
0 · · · 0 si(N) · · · · · · si(1)













(3)

facilitates the convolution of the ith waveform with xi(ℓ).
The received signal vector y(ℓ) represents the response

from a single pulse emitted from each of the D transmitters.

By extension, the collection of echoes from P pulses into a

coherent processing interval (CPI) yields the pulse-Doppler

data matrix

Y(ℓ) = [y1(ℓ) y2(ℓ) · · · yP (ℓ)], (4)

where each column has the structure of (2) for a particular

pulse.

Standard range-Doppler processing of the model in (4)

would involve pulse compression (for each waveform) of the

echoes from each pulse followed by Doppler processing across

the set of P pulse responses. These operations are linear, and

thus reversible, but this order remains the norm. However,

as will be discussed in the next section, the separation of
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Fig. 2. Effects of range walking on DFT-based range-Doppler processing for
scatterers moving at (a) 0 m/s, (b) 10 m/s, and (c) 20 m/s.

echoes produced by shared-spectrum waveforms behooves the

swapping of these operations.

B. Order of operations and range-walk compensation

The separation of the D echo responses within a given

receiver involves the suppression of both the autocorrelation

sidelobes for one waveform and the cross-correlation sidelobes

arising from the other D−1 waveforms. Since these sidelobes

can only be adaptively suppressed to the level of the noise

floor, it is therefore beneficial to maximize the SNR (and thus

dynamic range) of the data beforehand through other forms of

coherent gain, namely beamforming and Doppler processing.

Of course, applying Doppler processing prior to adaptive pulse

compression does introduce a fidelity-limiting effect that must

also be addressed.

Typically, Doppler processing is performed via discrete

Fourier transform (DFT) across the pulses of a range-Doppler

data matrix similar to (4), albeit usually with pulse com-

pression having already been performed [16]. That said, if

a scatterer traverses multiple range resolution cells during the

CPI (i.e. range-walking), the resulting Doppler response of

said scatterer will be spread over multiple range cells.

Figure 2 shows the range-Doppler responses produced by

matched filter pulse compression and subsequent DFT Doppler

processing for three scatterers moving at speeds of 0 m/s,

10 m/s, and 20 m/s. The transmit parameters, which are the

same as those used for experimental demonstration in Sect.

IV, are 1.5 m range resolution, 200 ms CPI, and 200 µs pulse

repetition interval (PRI). The three scatterers are therefore

moving at range rates of 0, 1.33, and 2.66 range resolution

cells per CPI interval. Compared to the stationary scatterer,

the scatterers moving at 10 m/s and 20 m/s produce distorted

responses due to range walking, thus resulting in correlation

peak losses of 2.41 dB and 7.72 dB, respectively.

The effects of range-walking can be compensated by delay-

shifting the columns of (4) by the expected sample amount

(typically non-integer) associated with a particular velocity v
as

Y(ℓ, v) = [y1(ℓ) y2(ℓ−fs∆tv) · · · yP (ℓ−fs(P−1)∆tv)], (5)

where

∆tv =
2v

c
× PRI (6)



is the pulse-to-pulse time shift of a scatterer moving at velocity

v, for c the speed of light. This process aligns the envelopes of

the received pulses for this theoretical scatterer, though it does

not align the phases. Thus, the coherent receive data vector for

velocity v can be found via application of a DFT as

y(ℓ, v) =
1

P
Y(ℓ, v)

(

h⊙ a(v, λc)
)

, (7)

where h is a P × 1 taper to control Doppler sidelobes (e.g. a

Hamming window), ⊙ is the Hadamard product, and

a(v, λc) =

[

1 e
−j

4πv
λc

PRI
· · · e

−j(P−1)
4πv
λc

PRI

]T

(8)

is the P ×1 DFT vector for velocity v and carrier wavelength

λc.

The Doppler processed data at delay ℓ and velocity v can

then be approximated by the model

y(ℓ, v) ≃

D
∑

i=1

Six̃i(ℓ, v) + u(ℓ, v) (9)

where x̃i(ℓ, v) = [x̃i(ℓ−N + 1, v) · · · x̃i(ℓ+N − 1, v)]T is

the ith length 2N − 1 range profile vector corresponding to

scatterers moving at a velocity v as well as Doppler sidelobe

energy from other scatterers moving at different velocities

but the same ranges. The impact of this sidelobe energy can

be reduced by using a Doppler taper. The model in (9) is

used in the MAPC formulation derived in the next section

to generate range and velocity dependent filters that estimate

the compensated response x̃i(ℓ, v). This form is particularly

important here because the achievement of good separation

dictates the need for high fidelity.

III. MULTISTATIC ADAPTIVE PULSE COMPRESSION

The derivation of the MAPC filters is based on a gain-

constrained MMSE framework, where it is assumed that the

discretized transmit waveforms si for i = 1, . . . , D are

known at the receiver. It has been found that model mismatch

due to straddling and unintentional super-resolution caused

by over-sampling (necessary for high fidelity) can degrade

performance of the APC formulation in practice. However,

recent modifications have demonstrated how these effects can

be addressed for practical waveforms, particularly FM [13]–

[15]. Here we shall apply these same modifications to the

MAPC algorithm within this range-walk compensated context.

A. Derivation of MAPC filters

The MAPC filter wi(ℓ) that facilitates estimation of x̃i(ℓ, v)
is obtained by solving the gain-constrained MMSE problem

[17]

minimize
w

∗

i
(ℓ,v)

E
[

∣

∣x̃i(ℓ, v)−wH
i (ℓ, v)y(ℓ, v)

∣

∣

2
]

subject to wH
i (ℓ, v)si = 1

(10)

where E[•] is the expected value. The closed-form solution of

(10) results in the MVDR-like form

wi(ℓ, v) =
R−1(ℓ, v)bi(ℓ, v)

sHi R−1(ℓ, v)bi(ℓ, v)
(11)

where

bi(ℓ, v) = E [y(ℓ, v)x̃∗
i (ℓ, v)] (12)

and

R(ℓ, v) = E
[

y(ℓ, v)yH(ℓ, v)
]

. (13)

Here, we assume that the range profiles x̃i(ℓ, v) are uncorre-

lated such that

E
[

x̃i(ℓ, v)x̃
∗
j (ℓ̄, v)

]

=

{

E
[

|x̃i(ℓ, v)|
2
]

for ℓ = ℓ̄, i = j

0 otherwise
(14)

and that the noise is white Gaussian with zero mean and

variance σ2. Therefore, using the compensated model of

y(ℓ, v) from (9), the expectations in (12) and (13) become

bi(ℓ, v) = E
[

|x̃i(ℓ, v)|
2
]

si , |x̂i(ℓ, v)|
2
si (15)

and

R(ℓ, v)=
D
∑

j=1

SjE
[

x̃j(ℓ, v)x̃
H
j (ℓ, v)

]

SH
j +E

[

u(ℓ, v)uH(ℓ, v)
]

,

D
∑

j=1

SjPj(ℓ, v)S
H
j +σ2IN

(16)

for x̂i(ℓ, v) the current estimate of x̃i(ℓ, v). Further, IN is the

N ×N identity matrix and

Pi(ℓ, v) =
(

x̂i(ℓ, v)x̂
H
i (ℓ, v)

)

⊙ I2N−1 (17)

is a diagonal matrix containing the squared-magnitude of the

current estimates x̂i(ℓ, v)=[x̂i(ℓ−N+1,v) · · · x̂i(ℓ+N−1,v)]T .

The reiterative structure of MAPC arises from the approx-

imation of E[|x̃i(ℓ, v)|
2] by the current estimate |x̂i(ℓ, v)|

2,

which is initialized by the D matched filter responses. Each

successive iteration then uses the most recent estimate of these

responses, which were updated in the previous iteration. It has

been found that 1-4 iterations are typically needed to converge

to a good estimate of the scattering profiles.

B. Modifications to MAPC for FM waveforms

To facilitate the application of MAPC for FM waveforms

two modifications to the structured covariance matrix of (16)

are needed [13]. The first prevents mainlobe super-resolution

arising from over-sampling, that would otherwise significantly

hinder sidelobe suppression [18]. The second addresses the

model mismatch caused by range straddling effects [19].

The peak-to-null mainlobe width of an FM waveform is K
samples, where K = fs/B is the receiver over-sampling factor

for waveform 3-dB bandwidth B (for simplicity we consider

K to be an integer). Therefore, the super-resolution condition

can be avoided by zeroing out the {N−K+1,· · ·,N−1} and

{N+1,· · ·,N+K−1} columns of Si, which are highly corre-

lated with the N th column due to over-sampling. Alternatively,

one could modify the matrix from (17) as

P̃i(ℓ, v) =
(

x̂i(ℓ, v)x̂
H
i (ℓ, v)

)

⊙ Ī2N−1,K (18)

where Ī2N−1,N is an identity matrix with the

{N−K+1,· · ·,N−1} and {N+1,· · ·,N+K−1} elements of

the main diagonal set to zero.



Fig. 3. Structure of covariance matrix taper for MAPC decimation.

In [13], it was discussed that the decimated version of fast

APC (FAPC) [20] was effective at alleviating performance

losses in the presence of straddling effects. Here, we apply the

same modification to MAPC to address these model errors. It

has since been found that the decimated version of FAPC can

be implemented via application of a covariance matrix taper

(CMT) to the structured covariance matrix. Certain implemen-

tations of CMTs are already known to increase robustness for

adaptive weight calculation in the presence of model errors

[21], and in [22] it was shown that a CMT applied to APC

alleviates performance losses due to model mismatch induced

by fast-time Doppler. Here, the CMT depicted in Fig. 3 and

denoted as TK is used to realize the decimated version of

FAPC. The matrix diagonals 0,±K,±2K, . . . of TK contain

ones while the remaining entries are zero.

Applying these changes to the structured covariance matrix

in (16) results in the expression

Ri(ℓ, v)=TK⊙
(

SiP̃i(ℓ, v)S
H
i +

∑

j 6=i

SjPj(ℓ, v)S
H
j +σ2IN

)

. (19)

Note the (19) is dependent on the particular range profile being

estimated and so is not independent of i as in (16). The updated

filter definition using (15) and (19) is

wi(ℓ, v) =
R−1

i (ℓ, v)si

sHi R−1
i (ℓ, v)si

. (20)

Therefore, the MAPC estimate at sample delay ℓ and velocity

v is

x̃MAPC,i(ℓ, v)=wH
i (ℓ, v)y(ℓ, v)=

sHi R−1
i (ℓ, v)y(ℓ, v)

sHi R−1
i (ℓ, v)si

. (21)

In the next section the MAPC estimate from (21) is compared

to the normalized matched filter estimate

xMF,i(ℓ, v) = wH
MF,iy(ℓ, v) =

sHi y(ℓ, v)

sHi si
. (22)

IV. OPEN-AIR DATA COLLECTION AND PROCESSING

This new MAPC algorithm was tested in a scenario con-

taining two transmit antennas concurrently emitting unique

waveforms in the same frequency band, with the echoes

captured by the same receive antenna (see Figure 1). The

two waveforms were up-chirped and down-chirped LFM, both

with 100 MHz bandwidth (3-dB) and 2 µs pulsewidth, such

that they possess the same range resolution of 1.5 m and the

Fig. 4. Interleaved structure of three transmit scenarios.

same time-bandwidth product, BT = 200. The down-chirp

was emitted from transmitter 1 (Tx 1) and the up-chirp from

transmitter 2 (Tx 2).

The waveforms were generated at a center frequency of

3.55 GHz using a Tektronix AWG70002A arbitrary waveform

generator and were emitted using identical dish antennas of

gain 23.5 dBi and 3 dB beamwidth 12.3◦ that were aimed at

a traffic intersection at a range of 1.1 km. The reflected echoes

were captured using a 9 dBi gain Vivaldi antenna with 3 dB

beamwidth of 30◦ and sampled at 200 MHz using a Rohde

and Schwartz FSW 26 real-time spectrum analyzer.

It should be noted that the transmitters and receiver were

only separated by one to three meters, essentially making them

collocated (as opposed to being distributed). This configura-

tion does not impact the assessment of MAPC, though the

estimated range-Doppler responses will of course be similar.

The waveforms were transmitted at a pulse repetition

frequency (PRF) of 5 kHz. Range-Doppler responses were

produced using a CPI of 200 ms, which corresponds to 1000

pulses and noticeable range walking for scatterers moving 7.5

m/s (1 range resolution cell / CPI) or higher. To simplify

the processing, the received pulses were pre-summed by 5,

resulting in an effective PRF of 1 kHz and an effective CPI

of 200 pulses.

Three different cases were considered. In Case 1 only the

down-chirp LFM (from Tx 1) was emitted, in Case 2 only the

up-chirp LFM (from Tx 2) was emitted, and in Case 3 both

waveforms were emitted simultaneously. The three cases were

interleaved (see Figure 4) such that they illuminate the same

dynamic scene, thereby allowing for a direct comparison of

the standard range-Doppler responses (Cases 1 and 2) with the

shared-spectrum response of Case 3 obtained using standard

matched filtering and the new MAPC formulation. Given the

low transmitted power level (EIRP < 32 Watts), the 62.5 − 2

= 60.5 µs listen interval between the interleaved pulses ensures

that received echoes produced by emission of the previous case

are insignificant.

The received echoes for the three cases were deinterleaved

and Doppler processed using the range-walk compensation

from Section II, including a Hamming window to reduce

Doppler sidelobes. The zero-Doppler clutter ridge was re-

moved using a simple projection. The Doppler processed data

for Cases 1 and 2 were matched filtered using (22) to provide

benchmark comparisons of spectrum sharing performance.



Fig. 5. RD response for down-chirp LFM only (Case 1).

The Doppler processed response for Case 3 was sub-

sequently processed using both matched filtering (22) and

MAPC (21) with 3 iterations. To illustrate the benefit of

Doppler processing gain prior to MAPC, an additional scenario

is included whereby MAPC is first performed on each pre-

summed pulse followed by Doppler processing.

Figures 5 and 6 show the range-Doppler (RD) responses

for Cases 1 and 2 after range-walk compensated Doppler

processing and matched filter pulse compression. Because the

two transmitters are located close to one another the two cases

produce very similar responses that include many high SNR

moving targets.

Figures 7 and 8 show the range-Doppler responses for the

shared-spectrum emission in Case 3 using matched filtering

(with down-chirp and up-chirp, respectively) after Doppler

processing. In both figures the additional signal results in

significant interference due to the cross-correlation between

the two waveforms, which is indicated by the vertical striations

that look like extended range sidelobes. Note that if these

radars were not collocated or if they illuminated different

spatial regions, these cross-correlation effects could appear

anywhere within the scene of interest.

Now compare the Case 3 matched filter results from Figs. 7

and 8 with the MAPC processed results in Figs. 9 and 10 (for

Tx 1 and Tx 2, respectively). Note how the cross-correlation

interference has now been suppressed. In fact, comparing the

shared-spectrum MAPC responses with the previous single-

waveform matched filter results in Figs. 5 and 6, it is observed

that MAPC has also suppressed the LFM range sidelobe

response.

Finally, it is worth examining the benefit provided by

performing Doppler processing prior to MAPC. Figures 11

and 12 again illustrate the MAPC responses for Tx 1 and Tx 2,

respectively, albeit now with the Doppler processing occurring

after the adaptive pulse compression. It is observed that MAPC

is only able to suppress sidelobes to the level of the noise

floor (before the additional DFT gain). As such, performing

Doppler processing after MAPC coherently integrates the

residual cross-correlation effects that were below the noise

floor.

Fig. 6. RD response for up-chirp LFM only (Case 2).

Fig. 7. RD response for shared-spectrum (Case 3) using down-chirp MF.

Fig. 8. RD response for shared-spectrum (Case 3) using up-chirp MF.

Fig. 9. RD response for shared-spectrum (Case 3) using MAPC, Tx 1.



Fig. 10. RD response for shared-spectrum (Case 3) using MAPC, Tx 2.

Fig. 11. RD response for Case 3 using MAPC, Tx 1 (MAPC first).

Fig. 12. RD response for Case 3 using MAPC, Tx 2 (MAPC first).

V. CONCLUSION

A new form of multistatic adaptive pulse compression

(MAPC) has been derived for use with FM waveforms in a

shared-spectrum radar arrangement. Using LFM waveforms

it was then experimentally demonstrated that this practical

form of MAPC can separate these shared spectrum echoes

to the limit of the noise floor. As such, it is beneficial to

perform other coherent processing before MAPC so that the

associated gain can maximize the available dynamic range

for auto/cross-correlation sidelobe suppression. In addition to

illustrating the potentially achievable capabilities of radar-to-

radar spectrum sharing (many other practical issues notwith-

standing), this formulation could facilitate the actual separation

of MIMO emissions that are theoretically treated as orthogonal

and also sets the stage for other structure-based interference

cancellation between radar and communication systems [23].
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