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Abstract – A non-repeating, spectrum-optimized FM waveform 

suitable for radar pulse agility is described. The waveform is an 

alternative manifestation of the recently developed pseudo-

random optimized (PRO) FMCW framework for FM noise 

radar, now implemented in a pulsed form. Each pulsed FM 

waveform is iteratively optimized to match a spectrum shape 

with low range sidelobes and good spectral properties, while the 

random initialization for each waveform ensures sufficient 

diversity that the resulting optimized form is unique, thereby 

providing decoherence of range sidelobes. The performance of 

this pulse-agile structure is examined in simulation and 

subsequently demonstrated with measured results of static and 

moving targets.  

I. INTRODUCTION 

Noise radar has existed for some time and comprises 
numerous interesting contributions (e.g. [1-5] to name just a 
few). The moniker of noise radar generally implies random 
variation of amplitude and phase according to a complex 
Gaussian distribution to appear like noise. As such, these 
waveforms are generally continuous-wave (CW) and are 
constrained to lower power applications. The notion of 
frequency modulated (FM) noise radar has been examined 
theoretically [6,7], and a particular form based on segment-
wise spectral shaping optimization was recently demonstrated 
experimentally [8]. FM noise radar has the notable property of 
maintaining constant amplitude, thus making it appropriate for 
high-power radar applications. Here, this latter formulation of 
FM noise radar is modified to facilitate realization of a non-
repeating form of pulse agility, thus extending the applicability 
to include both CW (from [8]) and pulsed operation. 

II. SPECTRALLY SHAPED OPTIMIZATION 

The spectral-shaping waveform optimization used here has 
been experimentally demonstrated to facilitate non-repeating 
FMCW waveforms (denoted pseudo-random optimized or 
PRO-FMCW) [8] and enable joint optimization of an FM 
waveform and amplitude taper to achieve ultra-low range 
sidelobes [9]. This approach has also been shown in simulation 
and experimentally to provide the means to incorporate both 
stationary and time-hopped spectral gaps [10,11] for in-band 
interference avoidance and may potentially enable a form of 
tandem-hopped radar/communications. It has likewise been 
applied to design wideband physical MIMO radar waveforms 
that minimize reactive power [12], which could otherwise 
damage the transmitter [13,14]. 

The extension of PRO-FMCW from [8] to a pulse-agile 
instantiation of FM noise radar (which we denote PRO-FM) is 

actually rather straightforward. The waveform in [8] was 
constructed (i.e. initialized and optimized) on a segment-wise 
basis, with each new segment phase-rotated to adjoin the 
previous segment in a manner that avoided phase 
discontinuities. Here, these segments simply become the 
individual pulsed waveforms. 

This optimization scheme relies on alternating projections 
(e.g. [15-17]) in terms of the spectral and temporal envelopes. 
The spectral shape, specifically the power spectral density 

(PSD) 
2

( )G f , provides the means to the optimize the FM 

waveform due to the Fourier relationship between PSD and 
waveform autocorrelation, and the fact that low range sidelobes 
are achieved when the spectrum tapers towards the band edges 
[18,19]. As such, the Gaussian PSD is particularly useful since 
the Fourier transform of a Gaussian is another Gaussian (and 
thus would theoretically possess no sidelobes). For high-power 
operation, where the power amplifier (PA) is operated in 
saturation (noting that for many tube-based PAs “on” or “off” 
are essentially the only options), the time domain envelope 

( )u t  is set to a constant value over pulsewidth T.  

Given the desired PSD and time-domain envelope, the 
design of the mth pulsed waveform is first initialized with a 

random waveform, denoted 0, ( ),mp t  to ensure diversity among 

the set of optimized waveforms. The optimization is then 
performed by the alternating application of 

{ }( ){ }1
1, ,( ) ( ) exp ( )k m k mr t G f j p t

−
+ = ∠F F   (1) 

and 

( )1, 1,( ) ( ) exp ( )k m k mp t u t j r t+ += ∠ ,       (2) 

where ( )u t  has time support on [0, T], F  and 1−
F  are the 

Fourier and inverse Fourier transforms, and ( )∠ • extracts the 

phase of the argument. After K iterations, the mth PRO-FM 

pulsed waveform , ( )K mp t  is obtained. 

Note that to perform (1) and (2) necessitates using 
discretized versions of |G( f )|, u(t), rk,m(t), and pk,m(t) that 
should be “over-sampled” with respect to the 3-dB bandwidth 
of the PSD to ensure sufficient fidelity. Further, the 
optimization process can be efficiently implemented using 
FFTs. Once emitted, the echoes generated from these pulse-
agile waveforms can be receive processed using standard pulse 
compression, Doppler processing, and clutter cancellation. The 
following examines the simulated sidelobe performance for 
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this pulsed form of FM noise radar followed by demonstration 
using experimental measurements. 

III. SIMULATION RESULTS 

A set of M = 10
4
 PRO-FM waveforms were designed to 

demonstrate their performance for pulse agility. Each 
waveform has a temporal extent of T = 1.6 µs and a pre-
optimization 3-dB bandwidth of 80 MHz. Each waveform 
optimization was initialized by a random FM waveform 
generated by a random sampling of 128 phase values drawn 

from a uniform distribution on [−π, π] and implemented with 
the polyphase-coded FM (PCFM) framework [20]. Each 
waveform was optimized for K = 500 iterations.   

The chosen PSD has a Gaussian shape with 3dB bandwidth 
of 55 MHz, such that the resulting time-bandwidth product of 
each PRO-FM waveform is 88. While the associated Gaussian 
autocorrelation should theoretically possess no sidelobes, the 
practical sidelobe level is determined by the bit error floor of 
the discretized signal after conversion to analog.  

For the results shown, all 10
4
 waveforms are included in a 

single coherent processing interval (CPI). From a practical 
standpoint, such a large number of pulses would require either 
a very long CPI or a high PRF. However, due to their non-
repeating nature these waveforms naturally address range-
ambiguous clutter and targets, thus supporting the use of a 
higher PRF. The main disadvantage would be the large blind 
ranges produced by the high duty cycle required. As such, the 
impact of a lower PRF (with much fewer pulses) is also 
examined in the subsequent section. 

For the set of optimized waveforms, the associated matched 
filter was applied to each and then these responses were 
coherently integrated (i.e. the zero Doppler response). The 
resulting integrated autocorrelation response is shown in Fig. 1, 
where the optimization process was able to reduce the peak 
sidelobe level (PSL) integrated autocorrelation of the initial 

waveforms from −55 dB to −65 dB.  
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Fig. 1. Integrated autocorrelation response 

 
Likewise, an integrated cross-correlation response was 

obtained by pulse compressing each waveform with the 

matched filter corresponding to the following waveform, and 
then again coherently integrating over the set. This response 
provides an indication of susceptibility to multiple-time-around 
clutter. Figure 2 illustrates the integrated cross-correlation in 

which the peak value of −50 dB for the initial set of waveforms 

is reduced to −52 dB for the optimized waveforms. Given the 
fact that the set of waveforms are shaped to possess the same 
PSD, it is not surprising that the cross-correlation is little 
changed. 
 

R
e
la

ti
v
e
 P

o
w

e
r 

(d
B

)

 
Fig. 2. Integrated cross-correlation response 

 

The mean PSD of the initial waveforms and the optimized 
waveforms are shown in Fig. 3. The optimized waveforms 
closely approximate the Gaussian spectral shape down to a 

relative power of −10 dB relative to the peak and a spectral 
width of B = 80 MHz (same as the 3 dB bandwidth of the 
initial waveforms). The deviation from the Gaussian PSD 
below this point is a result of constraining the waveforms to 
have constant amplitude. 
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Fig. 3. Mean power spectral density 



IV. EXPERIMENTALLY MEASURED RESULTS 

To demonstrate the use of these optimized FM noise radar 
waveforms for pulse agility, their free-space performance was 
measured using a radar testbed in two separate tests. The first 
test was used to demonstrate dynamic range against static 
scatterers, with the second aimed at demonstrating detection 
capabilities against moving targets. For both tests, the 
waveforms were upsampled to a sampling rate of 6.25 GS/s 
and upconverted to a center frequency of 2.3 GHz. A pulse 
repetition interval (PRI) of 10 µs was selected, yielding a duty 
cycle of 16% and a PRF of 100 kHz, which allows for an 
unambiguous range of 1.5 km. Each waveform was loaded 
onto a Tektronix AWG70002 waveform generator at a 10 bit 
resolution. A wideband test amplifier with 27 dB gain was used 
for additional amplification of the transmit signal. A Rohde & 
Schwarz FSW spectrum analyzer was used to capture complex 
baseband samples of the received signal at 200 MS/s.  

 
A)  Static Scatterers 

For the first test, the vertical channels of two dual-polarized 
quad-ridge horns were used. The horn antennas had an 
approximate gain of 10 dBi at the band of interest and were 
spaced 2m apart. One antenna was used to transmit the pulsed 
waveforms driven at 24 dBm, while the second antenna was 
used for receive. The tests were performed on the roof of 
Nichols Hall on the University of Kansas campus.  

The testbed was used to measure several static scatterers 
shown in Fig. 4 that were all within a range of 400 meters. The 
range profile generated through coherent integration of the 
matched filter responses over the CPI is shown in Fig. 5. Note 
that the receiver was left on during transmit. As such the pulse 
width denotes the range that would typically be blind if a T/R 
switch were used. The blind range corresponds to a distance of 
240 meters. The direct path from the transmit antenna to the 
receive antenna was the strongest peak in the range profile (as 
expected). Still, several scatterers 50 dB below this peak are 
observed, thus demonstrating the good sensitivity that can be 
achieved. 

  

 

Fig. 4. Annotated field of view for the test involving static scatterers 
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Fig. 5. Measured range profile from static scatterers 

 

B)  Moving Targets with High PRF 

For the second test, the waveforms were upconverted to a 
new center frequency of 3.55 GHz and the testbed was moved 
to the opposite side of the roof and aimed at the intersection of 
23

rd
 St. and Iowa St. in Lawrence, KS (red circle in Fig. 6), 

which is at an approximate distance of 1.1 km. The quad-ridge 
horn antennas were replaced with offset horn fed dish antennas 
capable of 22.5 dBi gain (also shown in Fig. 6).  

 

 
Fig. 6. Testbed for rooftop measurement of moving targets 

 
A single CPI (i.e 100 ms) of transmitted and received data 

was captured for this 100 kHz PRF case. The capture was 
initiated when both the northbound and southbound lanes were 
signaled green and traffic began to accelerate. The speed limit 

of the road is 40 mph, corresponding to a radial velocity of ∼16 
m/s. After match filtering the data, a Taylor window was 
applied across the slow-time domain of each CPI to reduce 
Doppler sidelobes. Additionally, a deterministic projection-



based clutter canceller was used to remove clutter at zero-
Doppler. Then simple FFT processing was applied across the 
slow-time domain. The resulting range-Doppler image is 
shown in Fig. 7. Several moving cars were present at a range of 
1 to 1.3 km with velocities of ±18 m/s. Many cars are 
unambiguously detectable after clutter suppression. The 
maximum target SINR present is 45 dB. Note that a slight 
widening of the target returns in Doppler and an SINR loss of 
1.5 dB is present due to the use of the Taylor window.  

 

 
Fig. 7. Range-Doppler of multiple moving targets from a single CPI  

 

C)  Moving Targets with Lower PRF 

A PRF of 100 kHz is not practical in many scenarios even 
when the range ambiguity can be mitigated through the use of 
pulse agility. To demonstrate the performance of the PRO-FM 
waveforms with a lower PRF, the first and every hundredth 
waveform thereafter from the prior results was used for a 
separate data collect. This arrangement reduces the number of 
pulses from M = 10

4
 to M = 100. For the same CPI length the 

PRF is now 1 kHz. The 100-fold reduction in the number of 
pulses yields a 20 dB reduction in integration gain after 
Doppler processing. Additionally, the sidelobe level of the 
integrated autocorrelation is approximately 20 dB higher 
because less sidelobe decoherence is realized. The increased 
autocorrelation sidelobe power produces a corresponding 
increase in Doppler sidelobes due to range-sidelobe 
modulation. 

To ameliorate the increase in Doppler sidelobes, a 
mismatched filter (MMF) is also used. If the MMF responses 
across the set of PRO-FM waveforms are made to be more 
similar, then the integrated sidelobes can be lowered as a result 
of decreased range-sidelobe modulation, such as has also been 
observed in [21-24]. This result can be achieved by 
constructing MMFs whose responses are minimally different 
from the inverse Fourier transform of the desired PSD |G( f )|

2
. 

For this approach, a distinct MMF is formed for each 
individual PRO-FM waveform using a variant of the least-
squares MMF framework [20,25]. Define |D( f )|

2
 as the desired 

PSD for the mismatched filter response (does not have to equal 
|G( f )|

2
 used in optimization of the waveform). Let the N×1 

vector mp  be the discretized version of the mth waveform 

(oversampled relative to 3 dB bandwidth) and the associated 

MMF be the L×1 vector mh , where L > N with L/N an integer. 

For d  the (L + N – 1)×1 desired response vector formed from 

the inverse Fourier transform of desired PSD |D( f )|
2
, the mth 

MMF can thus be determined via 

1( ) ( )H
m m m mδ −= +h P P I P d ,  (3) 

where 

0 0

0 0

0 0
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⋯
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…

              (4) 

is an (L + N – 1)×L banded Toeplitz matrix containing L 

shifted copies of mp , I is an L×L identity matrix, and δ  is a 

small loading factor.   
This approach was applied to the M = 100 PRO-FM 

waveforms, with |D( f )|
2
 a Gaussian shape having a 3 dB 

bandwidth 25% wider than the optimized bandwidth to 
likewise demonstrate how this MMF can be used to enhance 
range resolution (up to a point). A length of L = 3N was 
selected for the MMF.  

A comparison of the integrated filter responses for the high 
PRF, lower PRF, and the mismatch filtered lower PRF 
waveforms is shown in Fig. 8 and 9. The average SNR loss for 
these MMFs is 0.89 dB. As expected, the integrated matched 
filter response using the low PRF waveforms has a 20 dB 
increase in sidelobes when compared to the matched filter 
response using the high PRF waveforms due to the 100-fold 
difference in dimensionality. However, using the MMFs 
instead of the matched filters for the low PRF waveforms 
yields approximately 16 dB lower range sidelobes with a 
mainlobe (range resolution) sharpened by 25%. 
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Fig. 8. Comparison of the integrated pulse compression filter responses 

 
To demonstrate the relationship between these cases as a 

function of Doppler, Fig. 9 shows a comparison of the Doppler 
sidelobe power (averaged over Doppler for each delay) after 



performing simple FFT-based Doppler processing. This result 
indicates that the MMFs provide a substantial improvement in 
SINR of moving targets when in the presence of strong clutter. 
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Fig. 9. Comparison of the Doppler sidelobe power (averaged over Doppler 

for each delay) 

 
A single CPI of the low PRF data was captured in the same 

manner as the high PRF data. The testbed was again aimed at 
the same intersection (as shown in Fig. 6) during similar traffic 
conditions. After matched filtering, a Taylor window was 
applied across time to the M different pulses, followed by 
clutter-cancellation and Doppler processing. The range-
Doppler image produced by this process is shown in Fig. 10. 
The maximum SINR present in the scene is about 30 dB. 
Notably, the Doppler “noise floor” caused by stationary clutter 

near the region of interest had a power of −117 dB. The noise 

floor at further range bins settles to −121 dB, which could 
mean that the apparent noise floor is actually the product of 
Doppler sidelobes of strong clutter, and is better viewed as an 
interference floor. To test this hypothesis, the mismatch filters 
can be used to suppress the interfering sidelobes. 

The range-Doppler image was again formed, but the MMFs 
developed in (3) and (4) were used in place of the matched 
filters, thereby producing a 3 dB drop of the “noise floor” in 
the region of interest. This result can be expected since a 4 dB 
discrepancy was present when using matched filters. The true 
noise floor was enhanced by 0.89 dB by the application of the 
MMFs (the mismatch loss), but the Doppler sidelobes of strong 
targets were pushed below the true noise floor. This effect 
allows for a commensurate increase in sensitivity for detection. 
Using a 10 dB threshold several potential moving targets were 
detected that would have been below the threshold when using 
the matched filters. The range-Doppler image and annotations 
of the new possible moving targets are shown in Fig. 11. 

 

 
Fig. 10. Range-Doppler of multiple moving targets for lower PRF waveforms 

(pulse compressed with matched filters) 

 

 
Fig. 11. Range-Doppler of multiple moving targets for lower PRF waveforms 

(pulse compressed with optimized MMFs) 
 

V. CONCLUSIONS 

A nonrecurrent pulsed nonlinear FM waveform design 
approach adopted from prior work on PRO-FMCW and 
denoted as PRO-FM was demonstrated to produce waveforms 

capable of range sidelobes below −65 dB when using a PRF of 
100 kHz. This work was further extended to demonstrate that a 
lower PRF of 1 kHz could also be used, albeit at a predictable 
loss in integration gain and an increase in the range-Doppler 
sidelobe levels. A optimal mismatch filtering approach was 
developed and demonstrated that could suppress the increased 
sidelobe levels to within 4 dB of the high PRF case. This 
approach was shown to be capable of revealing targets that 
were previously hidden by interfering sidelobes. 
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