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Abstract— Access to the electromagnetic spectrum is an ever-

growing challenge for radar. Future radar will be required to 
mitigate RF interference from other RF sources, relocate to new 
frequency bands while maintaining quality of service, and share 
frequency bands with other RF systems. The spectrum sensing, 
multi-optimization (SS-MO) technique was recently investigated 
as a possible solution to these challenges. Prior results have 
indicated significant improvement in the signal-to-interference 
plus noise ratio (SINR) at the cost of a high computational 
complexity. However, the optimization computational cost must 
be manageable in real time to address the dynamically changing 
spectral environment. In this paper, a bio-inspired filtering 
technique is investigated to reduce the computational complexity 
of SS-MO. The proposed technique is analogous to the processing 
of the thalamus in the human brain in that the number of samples 
input to SS-MO is significantly decreased, thus resulting in a 
reduction in computational complexity. The performance and 
computational complexity of SS-MO and the proposed technique 
are investigated. Both techniques are used to process a variety of 
measured spectral data. The results indicate a significant decrease 
in computational complexity for the proposed approach while 
maintaining performance of the SS-MO technique. 

Keywords—radar, spectrum sharing, spectrum sensing, multi-
objective optimization, waveform agility, dynamic spectrum access, 
cognitive radar 

I. INTRODUCTION 
Radar is facing an ever-growing challenge with regards to 

electromagnetic spectrum access [1]. One such challenge is 
radio frequency (RF) interference (RFI) that is caused by other 
RF sources in or near the band of the radar [2,3]. It has been 
shown that RFI significantly degrades performance for multiple 
radar types including air traffic control and weather [2]. The 
RFI challenge is exacerbated in the United States by the 
government’s plan to make available 500 MHz of federal and 
nonfederal spectrum for mobile and fixed wireless broadband 
usage. Partitioning of this 500 MHz was first initiated in 
January 2015 by the Federal Communications Commission 
(FCC) in an auction of Advanced Wireless Service (AWS) 
licenses [4], with further auctions to follow. Government RF 
systems that operate in an auctioned band (or a future to-be-
auctioned band) are required to relocate to new bands or share 
the band with commercial wireless devices. A related spectrum 
access challenge is minimization of RFI generated by the radar 
onto other RF systems, which is particularly problematic for 
ultra-wideband radars [5,6]. 

Future radars must have the capability to 1) mitigate RFI 
from other sources, 2) adaptively change frequency in real time 
while maintaining quality of service, and 3) minimize RFI to 

other RF systems. The research area of spectrum sharing has 
addressed many aspects of these spectrum challenges. Much of 
this research is focused on operation around 5 GHz [7], a 
potential band for future auction. Spectrum sharing is 
accomplished through cooperative policies or coexistence 
techniques by using time, frequency, polarization, and/or 
space-domain strategies [8]. 

Cooperative policies require that the radar communicates 
with other RF systems (e.g., a radio) through some form of 
common protocol [8]. Several cooperative policies have been 
proposed for radars, such as air traffic control, where sharing is 
accomplished through time-domain strategies [9,10]. This 
strategy essentially involves limiting the radio’s operation 
when it is within the main beam of the radar. Bandwidth sharing 
is another cooperative policy where the bandwidth of interest is 
divided into multiple sub-bands and assigned to the radar and 
communication systems [11]. Other cooperative policies 
explore innovative radar waveform tailoring techniques to 
accommodate the transmissions of communication systems. 
For example, the work in [12,13] investigates time-varying 
spectral notches in the radar waveform to accommodate 
frequency-hopping communication systems. The technique in 
[14] projects a multiple input, multiple output (MIMO) radar 
signal onto the null space of the channel, thereby reducing 
interference to the communication system. Other tailoring 
techniques consider covert radar/communication applications 
(e.g., military applications) where the transmission signal is 
designed to propagate in a channel without being detected 
[15,16]. 

Coexistence techniques attempt to share the spectrum 
without the use of a common protocol by avoiding the 
interference radiated by in-band RF systems. The concept of 
coexistence has been explored extensively for radio and, more 
recently, for radar [17]. The goal of the radar is to dynamically 
access a particular spectral interval of bandwidth B, portions of 
which are being used by other RF systems. Ideally, the radar 
would use the entire bandwidth to achieve a fine range 
resolution. However, the radiation from other RF users 
generates RFI on the radar causing degradation in the signal-to-
interference plus noise ratio (SINR). Coexistence, a two-step 
approach, first requires characterization of the electromagnetic 
environment (EME) via spectrum sensing followed by a 
technique to access the spectrum dynamically. Spectrum 
sensing detects the activity of other RF systems attempting to 
access the same band as the radar; well-known detection 
approaches include matched filtering, energy detection, and 
spectral correlation [18]. Using decision theoretic approaches, 
the radar then determines how to access the spectrum. Equal 



sharing between multiple users, such as radar, cell phones, and 
WiFi, requires a simple and effective strategy to access the 
spectrum dynamically to share a frequency band of interest. 

One coexistence strategy is to add spectral notches to the 
radar waveform [12,13,19-23]. These spectrally compliant 
waveforms have the capability to mitigate RFI to other RF 
emitters and maximize the available bandwidth. Approaches 
include interruption of the frequency-modulated continuous 
wave (FMCW) or step-frequency sweep [22], constrained 
optimization to tailor the waveform to meet design criteria [23], 
waveform pre-distortion [22], design and implementation of 
specialized waveforms and matched filter responses [20,21], 
and non-repeating FMCW methods to achieve low range 
sidelobes [12]. Several challenges exist with these approaches. 
One such challenge is the capability to achieve the null depth 
requirements for multiple wideband and narrowband nulls. For 
example, adding two nulls can degrade the null depth by 10 dB 
compared to the one null case [12]. In addition, realization of a 
nulled radiated waveform in hardware is limited and can result 
in further degradation of the null depth [13]. A challenge for the 
constrained optimization approach is computational 
complexity, which can be problematic for real-time adaptation 
to unknown, time-varying RF emitters. A final challenge is 
proper estimation of the null characteristics, e.g., how to 
optimally estimate the bandwidth of unknown RF emitters. 

A possible solution to the notched waveform approach is 
selection of a single continuous sub-band for radar operation. 
This solution would simplify the waveform and hardware 
complexity of the aforementioned approaches at the tradeoff of 
a reduced bandwidth. However, when viewed from a radar 
resource management perspective, this bandwidth trade-off can 
be advantageous for particular modes of radar operation. For 
example, a search and track radar may not require maximum 
bandwidth when in search mode (i.e., simplify the waveform 
design and preserve as much SINR as possible); bandwidth can 
then be increased once the target is detected [24]. The 
continuous sub-band approach for radar coexistence was 
introduced in [25]. This technique, known as spectrum sensing 
multi-objective optimization (SS-MO), passively senses the 
EME to create an empirical estimate of interference via energy 
detection. Energy detection is advantageous since 1) it is 
efficiently implemented in hardware and 2) it does not require 
a priori knowledge of the RF systems operating in the desired 
spectrum of bandwidth B and is therefore capable of identifying 
RFI from several sources. This interference estimate is 
employed to form an SINR objective function via the radar 
range equation. Multi-objective optimization is then used to 
determine the sub-band that maximizes SINR and the available 
bandwidth in a joint manner. Note that maximizing the SINR 
objective function avoids sub-bands containing radiated 
emissions and inherently reduces the risk of interfering with 
other RF systems.  

In [25, 26] the SS-MO technique was investigated for chirp 
and stepped-frequency waveform types, with significant SINR 
(25 dB) and peak-to-average sidelobe level (15 dB) 
improvements demonstrated. SS-MO provides an added 
resource to radar electronic support and is applicable to 

multiple radar waveforms and applications. It should be noted 
that SS-MO can be extended to identify multiple disjoint sub-
bands for radar operation in addition to single sub-band 
optimization, and is therefore complementary to the notched 
waveform approaches discussed previously [27]. 

The original investigations of SS-MO [25, 26] considered 
weighted sum multi-objective optimization (WSMO) to 
perform an exhaustive search of the solution space. The 
computational complexity of WSMO is O(N2), where N is the 
number of frequency domain samples that are processed. 
Implementation of WSMO is therefore inadequate for radar 
applications that require fast solutions for target detection and 
classification. The computational complexity of WSMO also 
results in an inaccurate estimate when the RFI changes at a rate 
faster than SS-MO converges. The computational complexity 
of the SS-MO technique must therefore be reduced. More 
recently in [28] the performance of WSMO was compared to a 
genetic algorithm, where the computational complexity was 
reduced by the genetic algorithm. The challenge for the genetic 
algorithm is that the number of summations needed to estimate 
the interference is still large. Furthermore, the genetic algorithm 
requires a random value for its initial condition that results in 
significant performance fluctuations. 

In this paper, the fast WSMO (fWSMO) is introduced as an 
alternative to WSMO. fWSMO is based on a technique to refine 
information in the spectrum by grouping regions of low- and 
high-power interference [29]. The refinement technique in [29] 
can be used for any RF application (radio or radar) and was 
originally analyzed for proof-of-concept purposes by 
processing a single spectrum. However, this refinement 
technique does not consider the optimization criteria required 
for WSMO and maximum performance cannot be achieved. 
The fWSMO approach uses multi-objective optimization in 
conjunction with the refinement technique to achieve the 
mutual benefit of low complexity for an optimized solution. 
fWSMO extends the proof-of-concept analysis in [29] by using 
a comprehensive spectral training set to identify parameters to 
maximize performance (Section V).  

fWSMO is a bio-inspired processing technique analogous to 
the processing of the thalamus in the human brain. The 
thalamus regulates sensory input (excluding olfaction) from the 
external environment to reduce the amount of information sent 
to the cerebral cortex [30]. An abnormal thalamus disrupts the 
flow of information to the cerebral cortex, thereby 
overwhelming a person with external stimuli [31], a condition 
commonly observed in schizophrenia patients [31, 32]. In a 
similar way, the fWSMO approach reduces the number of 
samples input to WSMO, thus resulting in a significant 
reduction of computational complexity. The proposed 
technique is discussed and formulated in Section III, following 
an overview of the WSMO technique in Section II. Section IV 
introduces synthetic and measured spectral datasets used to 
train and test the algorithms. Section V uses the training dataset 
to identify the key parameters of fWSMO, followed by 
evaluation of both techniques in Section VI. 



II. SPECTRUM SENSING FOR RADAR 
This section provides an overview of the general SS-MO 

approach followed by a detailed discussion of the WSMO 
technique. The fWSMO approach (Section III) refines the data 
prior to the exhaustive search process of WSMO. The 
formulation of WSMO was originally described in [25] and is 
summarized in this section for completeness. 

A block diagram of the SS-MO technique is illustrated in 
Fig. 1. The overall goal of SS-MO is to identify an optimal sub-
band, within an overall bandwidth, to maximize SINR and the 
usable bandwidth. Multiple ways of defining the sub-bands 
must therefore be examined. Spectrum sensing is first 
implemented to passively monitor the radar operating band B. 
The spectrum sensing receiver digitizes and processes the 
observed RF spectrum to generate a power spectrum estimate 
Θ = |Φ({x1, …, xN})|2 = {θ1, …, θN} of size N for frequencies F 
= {f1, …, fN}, where θn is the nth frequency domain sample, and 
Φ(•) denotes the Fourier transform of the sequence. N time-
domain samples {x1, …, xN} are processed by Φ(•), where xn is 
the nth time-domain sample. In this development, the time-
domain samples are complex valued. The frequency resolution 
of the power spectrum is defined as Δr and remains constant so 
that the noise is fixed between each sensing cycle. Here, the 
frequency resolution used for both the radar and spectrum 
sensing receiver is identical. Note that it is possible for the 
spectrum sensing receiver to use the same RF front-end as the 
radar or a separate front-end. The specific system design would 
be dependent on the radar application and size, weight, and 
power (SWaP) limitations. 

Fig. 1: SS-MO technique for radar. 

After the spectrum sensing process is complete, the radar 
begins operation using the full bandwidth B (without 
knowledge of the RFI) until SS-MO converges to a solution. 
Radar performance should improve once the SS-MO solution is 
made available to the radar. The radar spectral footprint is also 
reduced thereby minimizing mutual interference. The radar 
then synthesizes the appropriate waveform using the optimal 
frequency allocation provided by SS-MO. The synthesized 
waveform is then transmitted at the start of the next coherent 
processing interval (CPI). 

Multi-objective optimization is used to address two different 
objective functions. The SINR objective function is formed 
using the empirical estimate of the interference denoted as Γ(βi, 
fj ), where βi = iΔr is the i th sub-band bandwidth and fj  ∈ F is 
the start frequency (the band edge) of this sub-band, for i = {1, 
…, N} and j = {1, …, N – i + 1}. In total, there are N� = (N 2 +N)/2 
possible sub-band combinations.  

An example of how Γ(βi, fj ) is formulated is shown in Fig. 
2 for N = 5 power spectrum estimate samples, or {θ1, …, θ5}, 
with start frequencies {f1, …, f5} and N�  = 15 available sub-
bands. The bandwidth of each sub-band is shown on the right 
and the start frequency is shown above each bin. The finite 
number of possible combinations occur because each sub-band 
is formed by a contiguous set of frequencies. Each level in Fig. 
2 corresponds to a particular sub-band size, and each element 
in a given level corresponds to a particular start frequency. The 
Level 1 elements (top row in Fig. 2) contain the power estimate 
values with a bandwidth equal to β1 = Δr (i.e., the resolution of 
the power spectrum). Level 2 elements are formed by summing 
two sequential power estimate values from Level 1. The 
bandwidth of Level 2 is thus β2 = 2Δr since two power estimate 
values are combined. Without loss of generality, the Level 5 
element is formed by summing all five power estimate values 
such that the bandwidth is β5 = 5Δr = B.  

 

 
Fig. 2: Structure of the interference estimate Γ(βi, fj) containing 15 sub-
band combinations available for processing. The sub-band size 
increases as the samples are merged together. The start frequency is 
depicted above each cell. 

The SINR objective function is formed next using the power 
spectrum and the receive power. The WSMO approach [25] uses 
the following recursive algorithm (exhaustive search) to process 
the power spectrum and form the empirical estimate of 
interference and noise: 

Γ(β i, fj) = 

⎩
⎨

⎧
θj, i = 1, j = 1,…, N

Γ(β1, fj) + Γ(β1, f1+j) i = 2, j = 1,…, N-1
Γ(βi-1, fj) + Γ(β1, fi+j-1)

 i =3, … N, j =1,…, N-i+1
 .  (1) 

The receive power is modeled using the radar range equation 
and is defined as 

Pr = Pt G2 λ2 σ NP / [(4π)3R4],  (2) 

where Pt is the radar peak transmit power, G is the transmit and 
receive antenna gain, λ is the wavelength of the carrier 
frequency, NP is the number of pulses within a CPI, R is the 
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arbitrary range to target, and σ is the target radar cross section 
(RCS).   

The SINR objective function is then defined using (1) and 
(2): 

 Z1(βi, fj) = Pr τ βi / Γ(βi, fj) = C βi / Γ(βi, fj), (3) 

where τ is the radar pulse width and C = Pr τ is used to group 
together the generic parameters. The waveform type used by (3) 
supports a pulse compression waveform with a time-bandwidth 
(TB) product consistent with a contiguous bandwidth βi; 
however, the SS-MO technique is modifiable to support 
multiple waveform types. The first objective of SS-MO is to 
adjust βi and fj to maximize (3). 

The sub-band size is the second objective function and is 
defined as 

 Z2(β) = βi.   (4) 

The second goal of SS-MO is to adjust βi to maximize (4). 
Notice that the presence of βi in both (3) and (4) establishes a 
fundamental conflict. To maximize (4), we require βi to be as 
large as possible. However, since SINR greatly decreases for 
sub-bands containing RFI, this condition implies the more RFI 
is present as βi increases and encompasses these RFI sub-bands, 
thereby decreasing SINR. Multi-objective optimization is used 
to maximize these conflicting objective functions by using the 
following linear weighting function [33]: 

Z(βi , fj ) = α Ź1(βi , fj ) + (1−α) Ź2(βi)                (5) 

where 0 ≤ α ≤ 1 is a user-defined weighting parameter, Ź1(βi , fj) 
= Z1(βi , fj ) / max[Z1(βi , fj )] is the normalized objective function 
of Z1(βi , fj ), and Ź2(βi) = Z2(βi , fj ) / max[Z2(βi , fj )] is the 
normalized objective function of Z2(βi). The weighting 
parameter 𝛼𝛼 is selected to emphasize one objective function over 
the other and is dependent on the radar application. For example, 
it would be beneficial to set α ≤ 0.5 for high spatial radar 
applications that require large bandwidths. The optimal solution 
{βi*, fj*} to (5) is obtained via 

{βi*, fj*} = argmax
(βi, fj)

[Z(βi, fj)],                    (6) 

subject to 

Z1(βi, fj) ≥ Z1,min                                   (7) 

and 

Z2(βi, fj) ≥ Z2,min ,                                 (8) 

where Z1,min is the minimum SINR required for detection and 
Z2,min is the minimum bandwidth needed to meet range 
resolution requirements. The constraints of (7) and (8) require 
that (6) produces a feasible solution.  

The computational complexity of the WSMO approach is 
summarized in the following list. The multi-objective 
optimization procedure requires a total of N 2 summations, (3N 

2 + 5N) / 2 multiplications and divisions, and is O(N 2). 

a) Equation (1): The computational complexity needed to 
form (1) requires (N 2 − N) / 2 summations.  

b) Equation (2): The receive power is updated every CPI. For 
example, the range to target R may increase or decrease 
over time. Only one multiplication is needed to compute 
(2) and is ignored since it does not impact computational 
complexity. 

c) Equation (3): Since (3) is updated each CPI and βi is size 
N, the numerator in (3) requires N multiplications (i.e., Pr τ 
βi). Subsequently, (N 2 + N) / 2 divisions by Γ(βi, fj) are then 
needed to form (3). The total number of multiplications and 
divisions is (N 2 + 3N) / 2. 

d) Equation (4): Since βi is known a priori and does not 
change per CPI cycle, the formation of (4) does not 
contribute to the computational complexity. 

e) Equation (5): The variable α is constant in this 
development and βi is known a priori; therefore, (1−α) 
Ź2(βi, fj) does not contribute to the computational 
complexity. The quantity α Ź1(βi , fj ) requires (N 2 + N) / 2 
multiplications (multiplication by α), (N 2 + N) / 2 divisions 
(normalization of objective function), and (N 2 + N) / 2 
summations (summation of the objective functions). The 
total number of multiplications and divisions is (N 2 + N). 

The SS-MO technique is implemented at the start of the CPI 
so that the radar has an up-to-date measure of the RFI. Ideally, 
the radar would then transmit NP pulses for the remainder of the 
CPI; however, since the radar devotes resources to the 
implementation of the SS-MO technique, additional time is 
needed.  For a radar system design requiring a fixed timeline 
(i.e., a constant CPI), this added processing time is 
compensated for by reducing the number of pulses on target, 
which consequently decreases SINR. Clearly, the 
computational complexity of the SS-MO technique should be 
at a minimum. The CPI time for radar operation in this context 
is defined as 

T = TC + TFFT + TMO + TR,                      (9) 

where TC is the time needed to collect the time-domain samples, 
TFFT is the time needed to estimate the power spectrum via a 
fast Fourier transform (FFT), TMO is the multi-objective 
optimization processing time, and TR is the radar operation 
time. In this development, the times TC, TFFT, and TR are 
constant and cannot be reduced. The computational complexity 
of the FFT and power spectrum is O(N log N), which is far less 
than the complexity of O(N 2) needed for WSMO (i.e., TFFT < 
TMO). The collection time TC varies based on the radar 
application. For example, the collection time needed to process 
N = 1000 time-domain samples at a rate of 200 mega samples 
per second is TC = 5 μs (these parameter definitions are similar 
to those discussed in the experiments section, Section IV). The 
time TMO varies greatly between radar applications since it 
depends on the digital hardware architecture, the processor 
speed, and the size, weight, power, and cost (SWaP-C) 
requirements. For radar applications where TMO ≥ TC, and given 
that TMO > TFFT, TMO should be reduced so that (9) is minimized. 



The next section introduces the fWSMO approach, which 
reduces the computational complexity of WSMO, a result that 
would decrease TMO. 

III. FAST WEIGHTED SUM MULTI-OBJECTIVE 
OPTIMIZATION 

A block diagram of the proposed fWSMO technique is 
shown in Fig. 3. An overview of the technique is presented here 
followed by a detailed description of the implementation in 
Sections IIIa and IIIb. The proposed technique is not a new 
optimization routine, but rather a method to refine spectral data 
input into any optimization method to make it fast (i.e., the “f” 
in fWSMO), with the refinement operations implemented in the 
first two blocks of Fig. 3. The refinement operations are based 
on the work described in [29], though the approach in [29] did 
not consider the optimum sub-band for radar operation. The 
fWSMO approach operates on the power spectrum estimate. An 
example power spectrum is shown in Fig. 4 for illustration 
purposes. This power spectrum was collected by a spectrum 
analyzer with B = 100 MHz and Δr = 0.1 MHz. The full details 
of this collection process are discussed in Section IV. 

Fig. 3.  Multi-objective optimization implemented using fWSMO. 

 
 Fig. 4.  Example measured power spectrum with B = 100 MHz and Δr 
= 0.1 MHz. 

The fWSMO approach first identifies regions of low- and 
high-power interference, where each region corresponds to a 
“meso-band.” The meso-bands constitute a new, refined power 
spectrum estimate and are used to replace the power spectrum 
estimate Θ as input to WSMO. Define the set of K ≤ N meso-
bands as Φ = {Φ1, …, ΦK} and let Φk ϵ Φ. The meso-band Φk 
has an associated start position S�k ϵ {1, …, N}, end position E�k 

ϵ {1, …, N}, the number of frequency bins 𝑙𝑙k̅ ϵ {1, …, N}, and 
interference power 

 Γ�k=∑ θn
E�k
n=S�k

.       (10) 

The value Φk is deemed to be a “low-power meso-band” 
when θn < Tf for all n ϵ {S�k, …, E�k}, where Tf is a user-defined 
threshold that is examined in Section V. Alternatively, Φk is 
deemed to be a “high-power meso-band” when θn ≥ Tf for all n 
ϵ {S�k, … E�k}. It should be noted that meso-bands are deemed 
either low- or high-power, never both, and alternate between 
low- and high-power. In other words, a low-power meso-band 
might be surrounded by high-power meso-bands, or a high-
power meso-band could be surrounded by low-power meso-
bands. The length is used to compute the bandwidth βi. The 
computational complexity of this process is O(N) due to the 
summations used to determine Γ�k and 𝑙𝑙k̅. 

It is possible that the spectrum contains closely spaced 
narrowband interference resulting in a cluster of several meso-
bands. Fig. 4 illustrates an example of such a cluster where 7 
meso-bands exist within a 5 MHz bandwidth. If the number of 
meso-bands is large such that K ≈ N, then the resulting 
computation complexity of WSMO would be O(N2). Since 
ideally K << N, the second step in fWSMO is to merge these 
closely spaced meso-bands. A merged meso-band is then 
considered high-power since it contains interference from the 
high-power meso-bands. The number of frequency bins 
corresponding to all the low-power meso-bands in Φ must 
therefore be examined to determine which would best support 
radar operation. 

Let Φk correspond to a low-power meso-band. Then Φk is 
merged with Φk−1 and Φk+1 if 𝑙𝑙k̅ ≤ BL, where BL = Bf /Δr, and Bf 
is a user-defined nominal bandwidth corresponding to the 
required bandwidth of the low-power meso-bands. Define the 
set of K� ≤ K merged meso-bands as Φ�  = {Φ�1, …, Φ�𝐾𝐾�} with start 
position S�k� ϵ {1, …, K}, end position E�k� ϵ {1, …, K}, number of 
frequency bins 𝑙𝑙k�=lk̅-1 + lk̅ + lk̅+1,  interference power 
Γ�k�=∑ Γ�k+l

1
l=−1 , and k�  ϵ {1, …, K� }. Note that the process of 

merging the meso-bands is recursive, hence the index k-1 in the 
definition of 𝑙𝑙k� and Γ�k�, and is discussed in detail in Section III-
B. Note also that Γ�k� is used to find the average power per meso-
band and replaces θj  in (1) for WSMO. The meso-band 
bandwidth is defined as β�k� = 𝑙𝑙k�Δr with start frequency fS�k�

. This 

merging process reduces the number of meso-bands to K� ≤ K. It 
should be noted that the merging process reduces the set of 
solutions found by WSMO, and it is therefore possible that the 
optimal solution is not reached. The computational complexity 
of this process is dependent on the summations used to find Γ�k� 
and 𝑙𝑙k� and the multiplications used to find β�k�, both of which are 
O(K). 

The algorithm flow-chart of Fig. 5 provides a high-level 
overview (qualitative) of the meso-band Identify and Merge 
functions of Fig. 3. The detailed functionality (quantitative) of 
the meso-band Identify and Merge processes are described in 
Sections III-A and III-B, respectively. The algorithm initializes 

Tf 

Θ WSMO Identify 
Meso-bands 

Merge  
Meso-bands 

Bf 
 

Cluster of Closely-
Spaced Meso-Bands 

 
 



the first meso-band Φ1 and the variables k = 1, n = 1. Each power 
sample is then compared to Tf. A low-power meso-band is 
indicated if θn < Tf and a high-power meso-band is indicated if 
θn ≥ Tf. An additional condition, θn−1 < Tf or θn−1 ≥ Tf, is used to 
determine whether θn should be added to an existing meso-band 
or if it should be the start of a new meso-band. If a new meso-
band is indicated, then the current meso-band is finalized, the 
count incremented as k = k + 1, and the new meso-band 
parameters are initialized. Otherwise, the current meso-band 
parameters are updated. This process repeats until n > N. 

The meso-band Merge algorithm (Fig. 5) initializes 
parameters (𝑙𝑙k� , Γ�k� , S�k�, E�k�) and variables k = 1 and k� = 1. This 
algorithm examines the bandwidth of low-power meso-bands. If 
the bandwidth of the low-power meso-band is small, then the 
condition 𝑙𝑙k̅ < BL is true and the current meso-band (Φk) must be 
merged. The condition 𝑙𝑙k̅-2 < BL examines if the prior meso-band 
(Φk-2) was merged, thereby indicating that a merge is in progress. 
If true, then the current meso-band is merged with the prior 
meso-band recursively; otherwise, a new merge is initialized. 
The variable k = k + 2 is then updated and the next low-power 
meso-band is examined. If the bandwidth of the low-power 
meso-band is large, then the condition 𝑙𝑙k̅ < BL is false and no 
merge is required. If a merge was in progress (i.e. 𝑙𝑙k̅-2 < BL), then 
the merged meso-band is finalized as a new high-power meso-
band. Otherwise, no merge is needed for the current low-power 
meso-band. This process repeats until k > K. 

 
Fig. 5.  Algorithm flow chart depicting a high-level overview of the 
Identify and Merge meso-bands functions.  

The bandwidth and start frequency pairs {β�k� ,fS�k�
} of the 

merged meso-bands are next input to WSMO and evaluated 
using (5) and (6) to estimate {Z1( β�k� *, fS�k�

*), Z2( β�k� *)}. The 

bandwidth β�k� of fWSMO is variable and the computation of (5) 
requires additional summations and multiplications. The 
quantity (1−α) Ź2(β�k� ,fS�k�

) therefore requires an additional (K�2 + 

K� ) / 2 multiplications (multiplication by 1-α), (K�  2 + K� ) / 2 
divisions (normalization of objective function), and (K�  2 + K�) / 2 
summations (summation of the objective functions). The total 

number of multiplications and divisions of (5) now becomes 2(K�  

2 + K�). The number of summations needed for multi-objective 
optimization is (3K�  2 + K�) / 2 with (5K � 2 + 7K�) / 2 multiplications 
/ divisions. 

A. Method to Identify Meso-Bands 
The method to identify meso-bands is illustrated by the state-

space diagram in Fig. 6. The action assignments for each state 
transition are shown in Table I, where NA is the case when no 
transition occurs. Note that a minimal number of summations 
are needed for each state transition with no multiplications. The 
initialization state S0 compares the first power sample θ1 to Tf to 
determine if this power sample belongs to a low- or high-power 
meso-band. The binary variables IS ϵ {0,1} and FS ϵ {0,1} denote 
the initial and final transition states (0 for S1, or 1 for S2) and are 
used for the merging process. The state S1 collects information 
on low-power meso-bands when θn < Tf and the state S2 collects 
information on high-power meso-bands when θn ≥ Tf (see Table 
I). 

 
Fig. 6.  State space model used to identify meso-bands in Θ. 

Table I.  Action table for the state space diagram of Fig. 6. 
 n k 𝒍̅𝒍k Γ�k S�k E�k Sum 

IC 1 1 𝑙𝑙1̅=1 Γ�1=θ1 S�1=1 NA 0 

So→S1 
So→S2 

n+1 NA NA NA NA NA 1 

S1→S1 n+1 NA 𝑙𝑙k̅=𝑙𝑙k̅+1 Γ�k=Γ�k+θn NA NA 3 

S1→S2 n+1 k+1 𝑙𝑙k̅+1=1 Γ�k+1=θn 𝑆𝑆k̅+1=n E�k=n−1 3 

S2→S1 n+1 k+1 𝑙𝑙k̅+1=1 Γ�k+1=θn S�k+1=n E�k=n−1 3 

S2→S2 n+1 NA 𝑙𝑙k̅=𝑙𝑙k̅+1 Γ�k=Γ�k+θn NA NA 3 

B. Method to Merge Meso-Bands 
The method to merge meso-bands is illustrated by the state-

space diagram in Fig. 7, where the action assignments are shown 
in Table II. Once again, a minimal number of summations are 
needed for each state transition with no multiplications. Many 
of the summations needed for state transition are used for 
indexing purposes. The initialization state S0 uses IS to 
determine if the first meso-band is low- or high-power.  If IS 
equals 1, than the initial meso-band is high-power and the initial 
conditions are stored for a possible merge. If IS equals 0, then 
state S01 is used to compare the low-power sub-band to the 

θ1 ≥ Tf  
n=n+1, IS=1 n=n+1, IS=0 

n=n+1, k=k+1 

n=n+1, k=k+1 

θn < Tf  

θn ≥ Tf  

n=n+1 
θn ≥ Tf  θn < Tf  

n=n+1 

θ1 < Tf  

n=1, k=1 

S0 

S1 S2 
n > N n > N 

E�k=N, FS=1 E�k=N, FS=0 



threshold BL. If 𝑙𝑙k̅ < BL, then the merging process begins in state 
S2; otherwise, state S1 cycles through the remaining low-power 
meso-bands until the condition 𝑙𝑙k̅  < BL is achieved. For each 
state transition, the variable k = k + 2 is incremented and the 
condition k > K checks if the bandwidths of all the meso-bands 
were examined. Once k > K is true, the states S3 through S5 are 
used to finalize the merge process. States S3 through S5 are used 
to determine how the final meso-bands in Φ are to be added to 
Φ� , where state S3 adds both ΦK and ΦK−1 to Φ�  while states S4 and 
S5 add only ΦK to Φ� . 

 
Fig. 7.  State space model used to merge meso-bands in Φ. 

Table II.  Action table for the state space diagram in Fig. 7. 
 k k� 𝜞𝜞�k� 𝑺𝑺�k�  E�k� Sum 

S0→S2 k+1 NA 𝛤𝛤�k�=Γ�k 𝑆̂𝑆k� =S�k E�k� =E�k 1 

S01→S1 k+2 NA 𝛤𝛤�k� =Γ�k 𝑆̂𝑆k� =S�k E�k� =E�k 1 

S01→S2 k+2 NA 𝛤𝛤�k�=Γ�k+Γ�k+1 𝑆̂𝑆k� =S�k E�k� =E�k+1 2 

S1→S1 k+2 k�+2 𝛤𝛤�k�+1=Γ�k−1, 
𝛤𝛤�k�+2=Γ�k 

𝑆̂𝑆k�+1=S�k−1, 
𝑆̂𝑆k�+2=S�k 

E�k�+1=E�k−1, 
E�k�+2=E�k 

4 

S1→S2 k+2 k�+1 𝛤𝛤�k�+1=Γ�k-1+ 
Γ�k+Γ�k+1 𝑆̂𝑆k�+1=S�k−1 𝐸𝐸�k�+1=E�k+1 6 

S2→S1 k+2 k�+1 𝛤𝛤�k�+1= Γ�k 𝑆̂𝑆k�+1=S�k 𝐸𝐸�k�+1 =E�k 2 

S2→S2 k+2 NA 𝛤𝛤�k�=𝛤𝛤�k�+ 
Γ�k+Γ�k+1 NA 𝐸𝐸�k� =E�k+1 4 

S1→S3 NA k�+2 𝛤𝛤�k�+1=Γ�k−1, 
𝛤𝛤�k�+2=Γ�k 

𝑆̂𝑆k�+1=S�k−1, 
𝑆̂𝑆k�+2=S�k 

E�k�+1=E�k−1, 
E�k�+2=E�k 

3 

S1→S4 k-1 k�+1 𝛤𝛤�k�+1=Γ�k−1 𝑆̂𝑆k�+1=S�k−1 E�k�+1=E�k−1 2 

S2→S5 NA k�+1 𝛤𝛤�k�+1=Γ�k 𝑆̂𝑆k�+1=S�k E�k�+1=E�k 1 

IV. DATA COLLECTION AND SYNTHETIC SPECTRA 
Multiple RF spectra have been measured and used here for 

training and experimentation purposes. The spectra for training, 
i.e., the training set, are used to generate a set of synthetic spectra 
to train fWSMO in Section V. In this development, we assume 
generic knowledge of the expected EME and the synthetic data 
to be generated are comprehensive for training purposes. 
Extreme cases of RFI, not considered by the training set, would 
require a retraining of the algorithm. For all scenarios, training 
is performed offline and does not affect the computational 
complexity of SS-MO. The spectra for experimentation, i.e., the 
testing set, are used to compare WSMO and fWSMO in Section 
VI. A comprehensive set of measured data is needed to examine 
the capabilities of the proposed techniques. For example, such a 
comprehensive dataset should contain portions of spectra with 
1) high-power narrowband interference, 2) wideband 
interference, 3) no interference (noise only), and 4) 
combinations of all types of interference. It is therefore 
necessary to collect spectral data with different power levels and 
spectral occupancy over a wide band of interest. The RF spectra 
considered in this analysis were collected between 100 MHz and 
1 GHz, a band comprising various RF interference conditions. 

The spectral data were collected with the measurement 
system in Fig. 8 using the Agilent Technologies N9342CN 
handheld spectrum analyzer [34] with an AOR DA3200 ultra-
wideband discone antenna. The center frequency of the 
spectrum analyzer was swept from 100 to 900 MHz in 100 kHz 
increments (8000 sweeps total). For each sweep, a power 
spectrum was recorded with parameters: B = 100 MHz total 
bandwidth, Δr = 100 kHz, N = 1000 samples, a −30 dBm 
reference level, a 20 dB attenuation value, and no averaging. The 
average noise level, i.e. the noise floor, is specified in the data 
sheet as PN = −92 dBm [34]. 

 

 
Fig. 8.  Measurement system used to collect spectral data. 

This sweep produces a set of 8000 recorded spectra. Each 
spectrum in the set is considered a separate trial to be processed 
by the optimization algorithms, where each trial contains a 
different measure of RFI and noise. The recorded spectra reflect 
a variety of spectral conditions used to examine the optimization 
algorithms. For example, consider one spectrum within the set 
with high-power narrowband interference, denoted Trial 1, and 
another with only noise (no RFI), denoted Trial 2. The 
optimization algorithms produce very different solutions for 
each trial. In Trial 1, the algorithms select a sub-band that avoids 
the narrowband RFI, while in Trial 2 they select the full 
bandwidth. The 8000 recorded spectra are defined as Ψ = {Θ1, 
… , Θ8000}, where each Θψ ϵ Ψ is a power spectrum that contains 
the power samples {θψ,1,…, θψ,1000} and ψ ϵ {1, …, 8000} is a 
variable denoting spectrum Θψ. 
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Two sweeps (from 100 to 900 MHz) of the spectrum were 
conducted during experimentation, where each sweep produced 
8000 spectra. The first sweep forms the training set and was 
conducted in the morning. The second sweep forms the 
experiment set and was conducted in the afternoon (same day).  
Using threshold Tpo = −89 dBm, which is 3 dB above the −92 
dBm noise floor, determines whether a given sub-band contains 
interference. The percent occupancy (PO) µψ is computed as 

µψ = 1
N
∑ yψ, n

N
n=1   × 100%,  (11) 

where 

yψ, n= �
1, θψ,n ≥ Tpo

0, θψ, n < Tpo
 .           (12) 

The percent occupancy for both the training and experiment 
sets is shown in Fig. 9, where it is observed that the training and 
experimental sets have similar occupancy. Also observe that the 
spectra have various RF interference conditions ranging from 
2.5% to 55% POs. 

 
Fig. 9.  Spectral occupancy of the measured data. The training and 
experiment sets were measured at different times. 

The interference and noise power for both the training and 
experiment sets are shown in Fig. 10. The power for spectrum 
Θψ is defined as 

𝜃̅𝜃ψ =∑ θψ, n 
N
n=1 .   (13) 

Observe that the interference and noise power reflect multiple 
spectral categories including the noise floor, high-power 
narrowband interference, wideband interference, and 
combinations thereof. The power of the narrowband interference 
in Θ2900 is 27 dB greater than the noise floor measured in Θ1900. 
The bandwidth of the wideband interference for the spectra 
between Θ4000 and Θ5000 is 23.6 MHz.  

  
Fig. 10.  Interference and noise power of the measured data that 

reflects a variety of spectral categories. 

The training data are used to train the parameters of fWSMO 
and are further examined using the histogram shown in Fig. 11. 
Although the training data represent a variety of spectral 
categories (as discussed previously), spectra are very similar for 
particular categories. For example, 631 spectra represent the 
noise only case while 246 spectra represent narrowband RFI. 
The histogram further illustrates gaps between categories of 
spectra. To analyze the best- and worst-case performance of 
fWSMO, a more comprehensive synthetic training set is 
required that fills the gaps between the categories.  

 
Fig. 11.  Histogram of training set. Observe that several spectra are very 
similar for particular categories. 

The synthetic data are created based on the observations of 
the measured data; otherwise, the synthetic data would be 
overwhelmingly large and not represent real-world scenarios. 
The observations are based on the following five PO levels: 0 to 
10%, 10 to 20%, 20 to 30%, 30 to 40%, and 40 to 50%.  Note 
that the PO above 50% is not considered since only a small 
number of spectra fit into this category. For each PO level, 
fundamental spectrum templates (FSTs) are used to randomly 
replicate the RFI at different frequency and power levels. Three 
FSTs are designed to represent narrowband interference, 
wideband interference, or the noise floor. The narrowband FST 
is defined using a simple sinusoid: 

Narrowband 
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Noise Only 

Wideband 
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 Xs(t) = As cos(2π fs t),   (14) 

where As = √Ps and fs are uniform random variables of the 
amplitude and frequency, respectively; 0 ≤ t ≤ T, T = 1 / Δr; and 
0 ≤ fs ≤ B. Ps is the power of the signal amplitude with Ps,l ≤ Ps 
≤ Ps,u. The wideband FST is defined by a linear frequency 
modulated chirp waveform: 

 Xc(t) = Ac cos(2π fc t + π[Bc / τ] t2 ),             (15) 

where Ac = √Pc, fc, and Bc are uniform random variables of the 
amplitude, frequency, and bandwidth respectively. The lower 
and upper limits of the random variables are Bc  / 2 ≤ fc ≤ B - Bc 
/ 2, and Bc,l ≤ Bc ≤ Bc,u. Pc is the power of the signal amplitude 
with Pc,l ≤ Pc ≤ Pc,u. The signal used to estimate the synthetic 
spectrum is 

  X(t) = Xs(t) + Xc(t) + Xn(t),                       (16) 

where Xn(t) is additive white Gaussian noise designed to produce 
a noise floor similar to the measured data. The power spectrum 
of (16) is then estimated using Φ(•) (Fourier transform) with the 
same parameters defined for the measured data, e.g., Δr = 100 
kHz, N = 1000 samples, and B = 100 MHz. 

Tables III–V summarize the design criteria used to generate 
the synthetic spectra. The design criteria are chosen based on the 
observations of the power spectra in the training set. No attempt 
was made to identify the RF system type since only the power 
spectrum is available for observation. The top row in each table 
indicates the number of spectra generated, number of wideband 
(WB) signals per spectrum, number of narrowband (NB) signals 
per spectrum, the signal power used in (14) and (15), and the 
bandwidth used in (15). A total of 5000 spectra are generated, 
1000 spectra for each PO level. A row split indicates two or 
more FSTs of the same type with different parameters. For 
example the row split in row 5, column 3 of Table III indicates 
1 to 9 randomly generated sinusoids with -85 ≤ Ps ≤ -75 dBm 
using (14), and 1 sinusoid with Ps ≈ -27 dBm using (14) (Fig. 
12). 

Table III summarizes the design criteria for spectra with a 
PO level between 0 – 10%. these design criteria are based on the 
following observations: 1) noise only (row 2), 2) 1 wideband 
signal with 5 ≤ Bc ≤ 6 MHz and -78 ≤ Pc ≤ -72 dBm (row 3), 3) 
1 to 9 narrowband signals with -85 ≤ Ps ≤ -75 dBm and 1 
wideband signal with 0.5 ≤ Bc ≤ 1 MHz and -78 ≤ Pc ≤ -72 dBm 
(row 4), and 4) identical to observation 3 plus high-power 
narrowband interference with Ps ≈ -27 dBm. An example of the 
RFI observed for case 4 is illustrated in Fig. 12. Table IV 
summarizes the design criteria for spectra with a PO level 
between 10 – 20%. Row 2 reflects observations of 2 wideband 
signals per spectrum. Rows 3 and 5 reflect observations of 
random sinusoids in the presence of 1 wideband signal. Row 4 
reflects observations of 3 wideband signals per spectra in the 
presence of multiple sinusoids. 

Table III. Spectral design criteria for PO levels between 0 – 10%. 
Total Spectra NB Ps (dBm) WB Pc (dBm) Bc (MHz) 

100 0 0 0 0 0 

300 0 0 1 -78 to -72 5 to 6 

300 1:9 -85:-75 1 -78:-72 0.5:1 

300 
1:9 -85:-75 

1 -78:-72 0.5:1 
1 -27 

 
Fig. 12.  Example of narrowband and wideband RFI in the training set. 

Table IV.  Spectral design criteria for PO levels between 10 – 20%. 
Total Spectra NB Ps (dBm) WB Pc (dBm) Bc (MHz) 

250 0 0 2 -78:-72 5:6 

250 
8:12 -85:-60 

1 -78:-72 0.5:1 
1 -27 

250 7:8 -88:-77 

1 -86:-82 11:12 

1 -78:-72 5:6 

1 -88:-84 2:3 

250 6:10 -88:-61 1 -78:-72 8:9 

 
Table V summarizes the design criteria for spectra with a PO 

level between 20–50%. A PO level between 20–30% reflects 
observations of 3 to 4 wideband signals present in the spectrum 
(Row 2), and multiple random sinusoids in the presence of 1 
wideband signal (Row 3). A PO level between 30–40% reflects 
observations of 4 to 6 wideband signals (Row 4); or 2 wideband 
signals per spectrum (Row 5). A PO level between 40–50% 
reflects observations of multiple wideband signals in the 
presence of a 24 MHz wideband signal. The histogram of the 
synthetic data is shown in Fig. 13. The histogram illustrates a 
comprehensive training set that fills the gaps between the 
categories in Fig. 11. The 5000 synthetic spectra are defined as 
ΨS = {Ω1, …, Ω5000}, where each Ωψ ϵ ΨS is a power spectrum 
that contains the power samples {ωψ,1,…, ωψ,1000} and ψ ϵ {1, …, 
5000} is a variable denoting the spectrum Ωψ. 

Table V.  Spectral design criteria for PO levels between 20 – 50%. 
PO Total 

Spectra NB Ps 
(dBm) WB Pc 

(dBm) 
Bc 

(MHz) 

20-30 750 0:11 -80:-40 3:4 -85:-60 5:6 

20-30 250 10:15 -85:-60 1 -63:-58 11:12 

30-40 750 0:10 -80:-40 4:6 -80:-65 6:7 

High Power, 
Narrowband RFI 

Wideband 
Signal 

Narrowband 
Signals 



30-40 250 0 0 
1 -70:-55 24:25 

1 -85:-75 6:7 

40-50 1000 0 0 
4:5 -80:-65 5:6 

1 -80:-65 24 

 

 
Fig. 13.  Histogram of synthetic data. 

V. PARAMETER SELECTION FOR FAST WSMO 

The training set is used to examine the performance of 
fWSMO for different values of Tf and Bf. To examine the trade-
off between SINR and bandwidth, the performance is measured 
using a distance metric that quantifies the error between 
{Z1(β� k*, f̂k*), Z2(β� k*)} and {Z1,max , Z2,max =B}. Z1,max  is found 
exhaustively (without meso-bands) using (5) since training is 
performed offline. Therefore, the best available SINR is used in 
the evaluation of the parameter selection. The distance metric 
for the spectrum Ωψ is defined as 

 Dψ = Z1,max − Z1(β�k*, f̂k*)
Z1,max

+ B − Z2(β�k*)
B

 ,  (17) 

which is used as the primary evaluation criterion for the 
parameters of fWSMO. Note that (17) follows the Lp distance 
where p = 1, a metric commonly referred to as the Manhattan 
distance [35]. This metric is considered since it measures linear 
distance, which is needed to properly examine the results of 
linearly combining the objective functions. 

The fWSMO approach is used to process each spectrum in 
ΨS to generate the set of distances, {D1, …, D5000} and is 
evaluated using each of the input parameters Tf ϵ {−90, −89, …, 
−70} dBm and Bf ϵ {0.1, 0.2, …, 4.0} MHz. The goal of this 
examination is to find Tf* and Bf* that result in a high 
performance, low complexity implementation of fWSMO. 

fWSMO uses the following parameters for training: Z1,min = 
−10 dB for SINR, Z2,min = 5 MHz for bandwidth, and C = 2×10−19 
as the radar range equation constant. It should be noted that these 
parameters are selected to test the capabilities of fWSMO for an 
arbitrary radar type and application. The boundary conditions 
are set low so that multiple sub-band choices are available to 
fWSMO. The weighting parameter for WSMO is selected as α 
= 0.5 so that each objective function is given equal priority. The 

radar range equation constant is selected arbitrarily so that the 
maximum SINR is 15 dB. 

The fWSMO approach is used to process spectrum Ωd for 
each combination of Tf and Bf, resulting in G = 840 different 
evaluations of fWSMO for spectrum ψ: {Dψ,1, …, Dψ,840}. The 
average distance is then found each parameter combination g, 
∑ Dψ,g/50005000

ψ=1 , with the results shown in Fig. 14. Note that a 
high Tf results in a small number meso-bands, K << N, since the 
majority of the RFI is below the threshold. The number of 
decision variables needed to form the solution space are 
therefore inadequate and the optimal solution is not reached. A 
high Bf bandwidth increases the number of merged meso-bands, 
again resulting in a limited number of decision variables. The 
parameter combination that produces the smallest error is Tf = -
88 and Bf = 0.1, which is expected since a large number of meso-
bands exist and K ≈ N. 

 
Fig. 14.  Average L1 distance measure of synthetic data. 

The secondary criterion used to evaluate the parameters of 
fWSMO is computational complexity, for which the number of 
summations and multiplications are examined. The evaluation 
that follows only considers the number of summations since the 
results for the number of multiplications are similar. Similar to 
the average distance, the number of summations are measured 
for each combination of Tf and Bf whose results are shown in 
Fig. 15. Clearly a low threshold and bandwidth result in a high 
computational complexity since a large number of meso-bands 
exists and K ≈ N; however, as discussed, a low threshold and 
bandwidth also result in high performance. The compromise is 
to combine, and jointly evaluate, the information in Figs. 13 and 
14. The information is combined by normalizing and then 
summing the results shown in each plot. The combined 
information is shown in Fig. 16 where the parameters of the 
minimum value are Tf* = −86 dBm and Bf* = 0.7 MHz.   
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Fig. 15.  Number of summations generated by fWSMO. 

 

 
Fig. 16. Combined L1 distance (Fig. 13) and summations (Fig. 14). 

VI. EXPERIMENT AND ALGORITHM COMPARISON 
Here we consider the application of WSMO and fWSMO to 

the experimental data. Recall that the algorithm parameters are 
defined as Z1,min = −10 dB, Z2,min = 5 MHz, C = 2×10−19, α = 0.5, 
Tf = -86 dBm, and Bf = 0.7 MHz. Performance is measured and 
compared for 1) full bandwidth (FB) B, representing standard 
radar operation with no spectrum sensing; 2) WSMO; and 3) 
fWSMO. The SINR of the processed spectra is shown in Fig. 
17. Three traces are illustrated: 1) FB – dash-dot red, 2) WSMO 
– solid blue, 3) fWSMO – dashed green. The average SINR is 
also estimated for each technique, where the FB average SINR 
is 5.29 dB, the WSMO average SINR is 13.41 dB, and the 
fWSMO average SINR is 13.4 dB. The FB method produces 
some results below Z1,min indicating non-feasible solutions. In 
contrast, WSMO and fWSMO meet the SINR boundary limit 
requirements for all processed spectra and indicate a significant 
increase in SINR. Also observe that the SINRs between fWSMO 
and WSMO are very similar, a result validated by the average 
SINR where the difference between WSMO and fWSMO is 

only 0.01 dB. There exist only three exceptions to this 
observation; they are discussed in detail next. 

 
Fig. 17.  SINR results for FB, WSMO, and fWSMO. The FB average 
SINR is 5.29 dB, the WSMO average SINR is 13.41 dB, and the 
fWSMO average SINR is 13.4 dB. 

The L1 distance measure is shown in Fig. 18 where WSMO 
and fWSMO outperform FB, a result further justifying the SS-
MO technique. Three traces are illustrated: 1) FB – dash-dot red, 
2) WSMO – solid blue, 3) fWSMO – dashed green. The average 
L1 distance is also estimated for each technique, where the FB 
average is 0.8874, the WSMO average is 0.6750, and the 
fWSMO average is 0.6757. WSMO serves as the L1 distance 
measure lower bound. The results for fWSMO are very similar 
to WSMO, where the difference between the average L1 distance 
measures (blue and green dashed) is only 0.0007. 

 
Fig. 18. Distance measure results for FB, WSMO, and fWSMO. The 
average L1 distance for FB is 0.8874, WSMO is 0.6750, and fWSMO 
is 0.6757. The difference between WSMO and fWSMO is 0.0007. 

As depicted in Fig. 17, SINR for fWSMO is degraded for 3 
spectra at Θ283, Θ284, and Θ287. Closer examination of Θ283 in Fig. 
19 shows that fWSMO selects the full-bandwidth solution 
whereas WSMO selects a smaller band. This difference is 
caused by the fWSMO bandwidth merge process (Section III-
B). The merge process combines the meso-bands, resulting in a 
limited number of decision variables and a smaller solution 
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space. For example, the sub-band selected by WSMO (blue) in 
Fig. 19 is in a valley between two RFI peaks. Since the peaks 
are above the threshold Tf = -86 dBm, the merge process 
combines all frequency bins between the peaks. This merged 
sub-band has added RFI power that results in lower SINR (as 
compared with WSMO), which causes fWSMO to select the 
full-bandwidth solution. This result is analogous to processing 
with a coarse frequency resolution (fWSMO) compared to a fine 
frequency resolution (WSMO). 

It should also be noted that the WSMO sub-band in Fig. 19 
is 5 MHz, which equals the boundary condition for a feasible 
solution. The L1 distance in Fig. 18 illustrates very similar error 
between fWSMO and WSMO (a difference of only 0.0007), 
meaning that both techniques have very similar performance 
trade-off characteristics. So the question remains as to which 
choice is better, enhanced range resolution or high SINR? The 
answer to this question is application / scenario dependent and 
is beyond the scope of this analysis.  

 
Fig. 19.  Spectrum Θ283 shows that fWSMO selects the full bandwidth 
to enhance range resolution while WSMO selects a 5 MHz sub-band to 
enhance SINR. 

The computational complexity of WSMO and fWSMO are 
compared in Fig. 20. The results indicate that the computational 
complexity of fWSMO is O(N) for both summations and 
multiplications; a result significantly less than that of WSMO. 
The average number of summations used by fWSMO is 4070 
and is consistent for each spectrum in Ψ. The number of 
multiplications fluctuate between 85 and 3397, with an average 
of 1644. The multiplications drop significantly for spectra 
between Θ1152 and Θ1821 (noise only), which is due to the small 
number of merged meso-bands, i.e., only 1 sub-band exists (the 
full bandwidth) resulting in a minimum number of 
multiplications. The number of summations and multiplications 
needed for WSMO are 1×106 and 1.5×106 respectively. In 
comparison, fWSMO reduces the number of summations by a 
factor of approximately 245 and the number of multiplications 
by a factor of 912. These results demonstrate that fWSMO 
significant reduces the computational complexity, resulting in 
faster analysis of the data by multi-objection optimization. 
fWSMO, in essence, serves as a “filter” that removes redundant 
information in the spectrum. As discussed in the introduction, 
this process is analogous to the information reduction process 

that occurs in the thalamus, which likewise serves as a “filter” 
that reduces external stimuli before it is processed by other areas 
in the human brain [30]. 

 
Fig. 20.  Computational complexity for WSMO and fWSMO. The 
number of summations and multiplications needed for fWSMO is 
significantly less than that needed for WSMO. 

VII. CONCLUSIONS 
Two multi-objective optimization approaches have been 

investigated for the SS-MO technique. The results indicate that 
using the full bandwidth (without SS-MO) in the presence of 
RFI results in reduced SINR. In contrast, WSMO and fWSMO 
both meet the SINR boundary limit requirements for various 
measured spectra and produce significantly lower distances. 
These results justify the utility of the SS-MO technique for radar 
in a spectrally congested environment. 

The SINR and distance performance measures of fWSMO 
were very similar to WSMO. Empirical analysis indicated that 
the solution space for fWSMO is slightly smaller than that for 
WSMO due to the sub-band merging process. The 
computational complexity of fWSMO was found to be O(N) for 
both summations and multiplications. A comparison between 
WSMO and fWSMO shows that the latter realizes orders of 
magnitude reduction in computational cost. Both performance 
and complexity results suggest that fWSMO is the best trade-off 
between the evaluated techniques. Future work will consider 
investigation of fWSMO to particular radar scenarios of interest 
for different RFI conditions. The goal of this investigation is to 
study how the parameter selections of fWSMO change between 
the different RFI conditions. This investigation may also lead to 
the development of a more general framework for the selection 
of fWSMO parameters for different radar scenarios of interest. 
Once the radar scenario is defined and the hardware architecture 
is known, a detailed examination of the time parameters (TC, TS, 
TMO, and TR) can also be investigated and a direct comparison of 
CPI time and radar performance can be evaluated. Other future 
investigations will examine SS-MO for notched waveform 
applications, such as those discussed in [12, 13, 19-23]. The 
notched waveform applications require an extension for SS-MO 
to identify multiple disjoint sub-bands. These investigations will 
examine techniques to identify the local maxima of the SS-MO 
solutions and the associated computational complexity required 
to implement the approach. 

5MHz sub-band 
selected by WSMO. 

Noise only spectra. 
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