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Abstract

Shaped offset quadrature phase shift keying (SOQPSK) igtdyhbandwidth ef-
ficient modulation technique used widely in military andaeutical telemetry stan-
dards. This work focuses on symbol timing recovery for SORRSontinuous phase
modulation (CPM) based detector models for SOQPSK have theezloped only re-
cently. The proposed timing recovery schemes make usesofdbent CPM interpreta-
tion of SOQPSK, where SOQPSK is viewed as a CPM with a comgtdajcorrelated)
ternary data alphabet. One roadblock standing in the wayede detectors being
adopted is that existing symbol timing recovery technigisesCPM are not always
applicable since the data symbols are correlated.

Here, we derive timing error detectors (TED) that are ex¢encersions of existing
non-data-aided (blind) and data-aided TED'’s for CPM, whkegproposed extensions
take the data correlation of SOQPSK explicitly into accotrurther, for the nod-data-
aided case, the merits of the modified TED are demonstratedtmparing its perfor-
mance with anavithouttaking the data correlation into account. A simple quatitza
scheme has also been discussed and implemented for theTiiddo yield an ex-
tremely low-complexity version of the system with only ngdlle performance losses.
The S-curves of the proposed TED’s are given, which rule betexistence of false
lock points. Numerical performance results are given fertito versions of SOQPSK:
MIL-STD SOQPSK and SOQPSK-TG. These results show that thegsed schemes
have great promise in a wide range of applications due to kbhvwicomplexity, strong
performance and lack of false lock points; such applicatiaolude timing recovery in
noncoherent detection schemes and false lock detectors.
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Chapter 1

Introduction

Shaped-offset quadrature phase shift keying (SOQPSK) ighdytbandwidth effi-
cient form of continuous phase modulation (CPM) [2] base& @onstrained (corre-
lated) ternary data alphabet. Its constant-envelope @atakes it transmitter-friendly
in terms of its compatibility with non-linear amplifiers atieeir efficiency in converting
limited (e.g. battery) power into radiated power. Power baddwidth efficiency being
the two most important requirements of any modulation sehe&S®QPSK promises to
be an attractive candidate for a wide range of applicationarious fields.

To date, SOQPSK has been incorporated into military [1] ardreautical teleme-
try [18] standards, and wider use is merited since it is @pple in any setting where
bandwidth-efficient constant-envelope modulations aeelad. Military-standard (MIL-
STD) SOQPSK is the original and simplest version; it usesctargular shaped fre-
guency pulse that spans a single bit time (full-responsgan be described by a trellis
(state machine) with 4 states. A more complicated versisrbean adopted recently by
the aeronautical telemetry group (SOQPSK-TG); this moreltédth-efficient version
has a frequency pulse that spans eight bit times (partsglergse) and can be described

by a trellis (state machine) with 512 states.



With the increase in demand for such bandwidth and poweri@itienodulation
schemes, it is essential that appropriate receivers ale $mis to put them into prac-
tial use. One of the most important tasks of a digital commatnons receiver is syn-
chronization. Carrier, phase and timing are three impogarameters whose accurate
synchronization is crucial in determining the performaontehe digital recever. In
this work we primarily deal with symbol timing recovery of @such bandwidth effi-
cient modulation, SOQPSK. The problem of timing synchratian for SOQPSK has
been investigated and new synchronization techniqgues#mbe used iI€PM-based
SOQPSK receiver models have been developed.

Two types of timing synchronizers have been developed apthiered here. This
report is organized in the following manner. In Ch2pan overview of the existing de-
tectors for SOQPSK is provided. Further, the need for a CP8&thaletection scheme
is established by comparing the bit error rate performantd¢se existing and CPM
based schemes. In Chap.the mathematical model for the SOQPSK signal is de-
fined followed by a detailed derivation of the performancermbthat is to be used in
evaluating the timing error detectors (TEDs). Chémtroduces the non-data-aided or
the blind TED. This is an adaptation of an existing TED for CRRith some important
modifications that have been incorporated so as to makelitapfe for SOQPSK. The
S-curve for the TED has also been computed to establish theatoess of the scheme.
In Chap.5, the second type of TED is explained. The data-aided TEDrisekkand
applied to the two versions of SOQPSK for two different logmbwidths. The S-
curve of this TED is also computed for both the versions te aut the possibility of
any false lock points. Chap.provides the simulation results for the two schemes. The
performance of the two schemes is quantified in terms of nliathtiming variance

and compared with the modified Cramer-Rao bound (MCRB) asotlier bound on



performance. Bit error curves are also produced for theouarcases to compare their
performances and explain their accuracy and usefulnesap.Chhas the concluding

remarks followed by references.



Chapter 2

SOQPSK Detectors

All digital communication systems require some degree oftsyl synchronization
to the transmitted signals by the receivers. Digital remeiwneed to be aligned in time
to the incoming digital symbol transitions in order to aslei®@ptimum demodulaion.
Broadly, these symbol synchronizers can be classifiedwiiachtegories. The first one
assumes that nothing is known about the actual transmidedstquence. This class
is called the non-data-aided (NDA) or blind synchronizetie other class use the
known information about the data stream. This knowledge begbtained by using
the decisions of the receiver, in our case the decisionseoViterbi algorithm based
detector. These are called the data-aided (DA) or decisrectéd synchronizers.

Talking specifically about SOQPSK detectors, as the namgestg, SOQPSK
shares a number of similarities with traditional OQPSK. &atf until recently, the
typical receiver model for SOQPSK has always been a subap@@PSK-type de-
tector and suboptimal OQPSK-type synchronization teakesd8]. Therefore, in the
past there has beem demandor timing recovery schemes for CPMs with correlated
data. However, since CPM-based detectors for SOQPSK hagathg been shown to

significantly outperfornODQPSK-based detectors [13] in terms of bit error rate perfor

4
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Figure 2.1. Block diagram of the early-late gate synchronization salem

mance by 1-2 dB, the motivationm®w presentor synchronization techniques that are
compatible with the CPM-based receiver model.

The downside of OQPSK-type detection is that it ignores tieient state mem-
ory of the signal and is not trulsnatchedo the transmitted waveform; a performance
penalty of 1-2 dB results with symbol-by-symbol OQPSK diétec The shortcomings
of OQPSK-type detection have been addressed recently vatbss-correlated trellis
quadrature coded modulation (XTCQM) approach in [10] andPMbased approach
in [15]; both of these recent approaches yield optimal Zestallis-baseddetectors for
MIL-STD SOQPSK that outperform OQPSK-type detection by dBZlhese detectors
are optimal in the maximum likelihood sequence detectioh$M) sense. Further-
more, the CPM-based approach is compatible with powerfil €@Bmplexity reduc-
tion techniques, such as the pulse amplitude modulatioM{R#pproximation [9, 14]
and frequency pulse truncation (PT) technique [3, 21]; éheshniques have allowed
4-state detectors for SOQPSK-TG to perform within 0.1 dBhefaptimal 512 state de-

tector [16]. Future applications of CPM-based detectarkigtenoncoherent sequence
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Figure 2.2. Bit error performance of the OQPSK-detector and CPM based
detector models for SOQPSK-TG.

detectionschemes, e.g. [4], which are of interest for their robustme®perating envi-
ronments where fully coherent detection is ineffective.

Traditionally, the early-late gate technique shown in Rid.is used in the subopti-
mal synchronization technique. These synchronizers parfawo seperate integrations
of the incoming signal power, one early and one delayed ie.tifihe difference in
output of these two integrations is used to compute the wveceisymbol timing error

and is fed back in a loop to correct the error and lock on to tiieect time. Though an

6



early-late gate type synchronizer locks on to the correaiiy instant, the 1-2 dB loss
incurred by using an OQPSK-type detector cannot be pregidrgeause the matched
filters are not correctly matched to the transmitted symbols

It can be concluded that CPM based detector models yieldhopti MLSD detec-
tors, and the 1-2dB performance advantage of CPM-based SR@€tection shown
in Fig. 2.2cannot be realized in practice without appropriate synazedion schemes.

Thus the synchronization techniques developed here angyhigptivated and timely.



Chapter 3

Signal Model

In this chapter we define the mathematical representatiacheoSOQPSK mod-
ulated signal derived from the standard CPM signal. Folgathis, we define the
modified Cramer-Rao bound (MCRB), which is the performarmeniol used to estab-
lish the usefulness of the TEDs and analyze their perforemn& detailed discussion
of the MCRB is provided explaining the differences in thagridation for two versions

of SOQPSK.

3.1 CPM Signal Model
The complex-baseband signal model used to represent CPislsig defined as [2]
A Es .
S<t7 Oé) = \l ? exp {j¢<t7 Oé)} : (31)

whereE; is the symbol energy[’; is the symbol duration and(-) is the phase of the

signal. As the name suggests, information in a CPM systeiariged in its phase. The



phasey(-) is given by
ot ) £ 2wh Y " uiq(t —iTy) (3.2)

wherei € Z is the discrete-time indexy; is an M -ary symbol, and: is the modulation

index. Thephase pulsg(t) is a time-integral of thérequency pulse(¢) and is defined

as )
0 t<0
t
q(t) = / glo)ydo 0<t< LT, (3.3)
0
1/2 t> LT,

\

¢g(t) has a duration of. symbol times with an area df/2. The modulation index is a

rational number of the form [2]

where K andp are relatively prime integers. Considering the modulatnaiex to be a
rational number and using the constraints0f) andg(t), the phase may be expressed
as

¢(t7 a) = e(ta an) + en—L- (34)

wherenT, < t < (n + 1)T;. The first term in 8.4) is thecorrelative phasend is
defined as

0(t; o) = 27h Z a;q(t —iTy)

i=n—L+1

which is a function of theorrelative state vector

A
Ap = Op—[415 -+ An_1, Qn.



Thephase staté,_;, in (3.4) is defined as

n—L
O 27h Y . (3.5)

1=—00

This being a function of an infinite number data symbols cdy asasumep different
values when taken moduldr because the modulation indéxis assumed to be a ra-
tional number. Thus, thedistict values of thgphase staté,,_;, is given by the look-up
table

27z

Olz] = —, 0<z<p-1
p

Hence, the CPM signal irB(1) can be described as a finite state machine with input

variablea,, and acorrelativestate vector given by
Sy = (On—rL, 0L 41y, U2, Cy_1) (3.6)
and each branch of the trellis can be defined uniquely as
On = (On_rL, UL 41y ey 2, Oy 1, Q). (3.7)
The number of states required to describe the CPM signal.i i€ [2]

N, = pM*E1.

10



3.2 CPM Model of SOQPSK

The complex-baseband SOQPSK signal model begins withaheatd CPM signal

defined in 8.1
stt.0) 22 e (o0,00)

whereF is the symbol energy anfl, is the symbol duration. In this work, we consider
CPM signals where the transmitted symbfis} arenoti.i.d., but are insteadorre-
lated in some fashion. The data sequence, which we assume to lmmatgf has the
autocorrelation function

Ra(l) = E{aaip}.

The notation used in the derivations hereimat specific to SOQPSK and applies to
CPM in general. However, numerical results have been peavid Chap6 for the
two versions of SOQPSK. The original version of SOQPSK, km@s “MIL-STD”
SOQPSK [1], uses a full-responsk & 1) rectangular frequency pulse (1REC). The
frequency pulse(t) for a “MIL-STD” SOQPSK is a rectangular pulse

L 0St<T

ngL(t) (3.8)

0, otherwise

A version of SOQPSK recently adopted in aeronautical tetggpienown as “SOQP SK-
TG,” uses the partial responsé (> 1) frequency pulse shown in Fi@.1, which is

defined in [18] as

B
T, ) )

X
L-452)?

A . cos( sin(

ng(t) X w(t) (39)

11
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Figure 3.1. Frequency and Phase pulse for SOQPSK-TG

where the window is

]_, 0 §| ﬁ |< Tsl
w(t) = 9 5+ 2cos(E(5e —Ta)), Ta <| 55 |< T + Tao (3.10)
\O, Ta+Te <| ﬁ‘

The constant is chosen such that the area of the pulse/iswith T, = 1.5, Ty =
0.5, p=0.7andB = 1.25.

The modulation index for all versions of SOQPSKnis= 1/2 and the transmitted
symbols{«;} are derived from a sequence of i.i.d. information symbols} by a

precodingoperation [19]

OZZ('UJ> e (1/2)(—1)Z+1u2_1(u2 — Ui_g) (311)

12



whereu; € {£1} anda; € {—1,0,+1}. The reason for this non-obvious precoding
operation is that3.11) orients the phase of the CPM signal 813) such that it behaves
like the phase of an OQPSK signal that is driven by the i.iilséquencas. In fact,

u can be recovered directly from the received signal, with dditeonal steps, by a
suboptimal symbol-by-symbol OQPSK-type detector [7, 8r €onvenience, we use
the notationa; instead ofa;(u), but we stress that is the underlying information
sequence for SOQPSK.

The SOQPSK precoder imposes three important constrairtkedarnary data [19]:

1. Whileq; is viewed as beintgrnary, in any given bit intervady; is actually drawn

from one of twobinary alphabets{0, +1} or {0, —1}.

2. Whenq; = 0, the binary alphabet far; ,; switches from the one used fa,

whenc; # 0 the binary alphabet far; . ; does not change.

3. A value ofa; = +1 cannot be followed byy; . ; = —1, and vice versa (this is

implied by the previous constraint).

Based on these constraints, the autocorrelation funain8®QPSK is [20]

1/2, 1=0
Ra(l)=1q1/4, |I|=1 (3.12)
0 otherwise

The above constraints also imply that not every possibleatgrsymbol pattern is a
valid SOQPSK data pattern. For example, the ternary synalopiences., 0, +1, —1,0, ...
and...,+1,0,+1,... violate the SOQPSK constraints. Therefore, if we consider t

entire set o8~ possible ternary symbol sequences of length it has been shown

13



that only
Npg 2 28K+ (3.13)

of these are valid SOQPSK data patterns [17]. A straighthotvwnethod of generating
this entire set of sequences is to start with a bi@y + 1)-tuple (S, u), where the
value ofS'is used to initialize the value @fn (3.1]) (this initializes the “alphabet state”
of the precoder t¢0, +1} or {0, —1}), andu is a sequence ak K binary symbols. The
other initial conditions in3.11), u;_, andu,_», can both be initialized te-1. The set
of Nax valid SOQPSK data patterns is generated by running all plesgermutations
of (S, u) through the precoder ir8(11).

3.3 Performance Bounds

We use the modified Cramer-Rao bound (MCRB) [6] to establiskwar bound on
the degree of accuracy to whiehcan be estimated for CPMs with correlated data. If
we define) as an element that is to be estimated, and\[et) be the corresponding
estimate, then\(r) depends on the obseravtien In other words\(r) is a random
variable. Its expectation may, or may not, coincide with thee value of\. If it
does, then the estimate is said tolb#iasedand the estimator is called ambiased
estimator However, the performance of the estimator can be unsetiisiaif the errors

~

A(r) — X are widely scattered around zero.

3.3.1 Definition of Cramer-Rao Bound

The Cramer-Rao bound (CRB) gives us the lower bound to thanae of any unbi-

ased estimator. Definingas the single element that is to be estimated, and repregenti

14



all other parameters as the bound is expressed as [11]
Var{f\(fr) - )\} > CRB()\) (3.14)

where CRB)\) is given by [6]
1
£ J 2oy 2
)

where E is the expectation with respecttcandp(r | \) is the conditional probability

CRB()\) = (3.15)

density function ofr for a given\. p(r | \) is obtained from the integral [6]

p(r | ) = / o |V, Np(v)dv (3.16)

wherep(r | v, \) is the conditional probability density function ofgivenv and .
Unfortunately, in most practical cases it is difficult to qome the CRB because the
integration in 8.16) is analytically complex or the expectation B1{5 poses problems.
A simpler bound to compute is the MCRB which is used as therdimal performance

bound in this work. The relationship between the MCRB and GR@ven by [11]
CRB(\) > MCRB(\). (3.17)

This equality holds good whanis perfectlyknown or it isempty(there are no unwanted

parameters).

15



3.3.2 Modified Cramer-Rao Bound

As discussed in Se8.3.1, the CRB uses the maximum likelihood function to es-
tablish the lower bound. The MCRB is determined using thestmatted signal and is
much easier to compute. Definifdi@s the phase offset,as the carrier frequency offset
and following the approach in [11, Ch. 2], we separate thétjoffsetr from the set
of other parameters, = {«, ¢, v}, that are unwanted in the timing estimation problem.

The complete complex-baseband signal model can be writieig 8.2) as

s(t. V) £y %63' [9(t=ric+2mt+6] (3.18)

The MCRB with respect te for a baseband signal is [11]

MCRB(r) £ - No/2 - (3.19)
e {/ s(t, 7,V) dt}
0 07_
whereT}, £ LyT,. Next, using the signal model i8(18), we get
E. /TO Os(t; o, 1) Zdt _ 472 h? Lo C, E
0 87' ,1;2
where the constant
T,
C, = TS/ G(t,7)dt (3.20)
0

is a function of the frequency pulggt). The integrand in3.20 is periodic int with

periodT, and is defined as

16



2
iT, — 7) } (3.21)

2 Ea{

B Z > Ra(l)g(t —iT, = m)g(t — [i + )T, — 7)

and R, (!) is the autocorrelation function of the sequerce
At this point, the solution can be expressed in closed-fanmMIL-STD SOQPSK
using @.12. In this case,3.21) simplifies to

) 1
G (t,7) ZngL —ils—71)= VR (3.22)

where only thé = 0 term is non-zero due to the brief durationggf_ () (full-response,
L = 1). Evaluating 8.22) yields Gy, (t,7) = 1/8 , using which the final result for
MIL-STD SOQPSK is

4 " 1
7T2L0 ES/NQ.

1
— x MCRB,, (1) =

T (3.23)

For SOQPSK-TG, a similar closed-form equation is difficaitdompute due to
the shape ofj;s(t) which is a custom-designed partial-response pulse Witk 8.
But, (3.21) can be computed numerically with ease. UsiBd D itis seen that only the
[ = 0 andl = +1 terms will be non-zero as the correlation is zerolfor 1. Hence, for

SOQPSK-TG 8.2]1) can be simplified as

Grs(t, ) ZgTG —iTs — 1)
(3.24)
+35 ng(t —iT, — T)gra(t — (i + )Ty — 7)

17



Evaluating 8.24) numerically yields the final result for SOQPSK-TG as

1 1 1
— x MCRB¢

- 3.25
T2 ") = 5erce X BN (3.29)

whereC; ~ 0.09881.

18



Chapter 4

Non Data Aided TED

A typical assumption in most communication systems is thatttansmitted data
areindependenandidentically distributedor i.i.d. However, for one reason or another,
this is not always the case. SOQPSK is an example of such awitiseorrelated data
symbols.

The problem of symbol timing recovery for CPMs with correlhtdata has not
been studied previously. There are at least two reasonsifr 1) the only obvious
example of such a CPM is SOQPSK, and 2) as explained earli€hap.2, CPM-
basedransmittermodels have always been used for SOQPSK, but it is only rigcent
that optimal CPM-basekceivermodels have been used for SOQPSK, e.g. [15].

The contributions in this chapter of the work are the follogi

e Develop a maximum-likelihood-based non-data-aided (®lirming error detec-
tor (TED) for CPMs with correlated data symbols. The propo$&D is an

extension of the one developed in [5] for CPMs with i.i.d.adat

e Develop a quantization scheme for the TED that yields a lomjalexity version

of the system with only negligible performance losses. Ghizntization scheme

19



is not limited to CPMs with correlated data and can be apglecbnventional

CPMs, i.e. [5].

e Compare the performance of the TED with amthouttaking the data correlation

into account.

e Evaluate the correctness of the TED by computing the S-caingethereby es-

tablishing the absence of any false lock points.

Although “MIL-STD” SOQPSK [1] is used as the default exampilee TED is de-
rived using general notation and is not specific to this gpease. Since the proposed
scheme is shown to have low complexity, no false lock poiatgl a blind architec-
ture, it is an attractive candidate for a wide range of appilins. One such application
is timing recovery for noncoherent detection schemes, &juoént timing and phase
recovery approaches are not practical since the phase sighal is never recovered.
This chapter is organized as follows. Sectibi shows the extensions that are
needed for the existing TED, and also discusses the quaatizxheme and the origi-
nal formulation of the TED that ignores the correlation ia thata. Sectiod.2presents
the S-curve of the proposed TED. The performance analysigTED is provided in

Section6.1which contains the numerical results.

4.1 Timing Error Detector

The derivation of the timing error detector (TED) starts ands in similar places
as [5]; however, an important part in the middle of the deiorais different due to the

correlated data symbols instead of i.i.d. data.

20



The signal observed at the receiver is

T(t) _ %ej[¢(t—r,a)+27wt+€] + w(t)

wherew(t) is complex-valued additive white Gaussian noise (AWGNhwiéro mean
and single-sided power spectral densiWy. The frequency offsety, is assumed to be
known at the receiver. The variables ¢, andr represent the data symbols, carrier
phase, and timing offset, respectively, which are all assito be unknown at the
receiver.

Denoting0d <t < LT as the observation interval, the joint likelihood function

&, 0, and7 is given in [5] as
1 %Re[eﬂ'é foLOTS r(t)ei2rvi+e(t—7.&)] 4t

A(r|&,0,7) = e

Averaging this expression over the carrier ph@skingé to be uniformly distributed
over |0, 2) results in an intermediate likelihood function, which isifid in [5] and is
a function ofa and7. This intermediate likelihood function is then averagedray to

yield [5]
LoTs LoTs )
A(’l”|7~') ~ / / T(t1>7’*(tg)ej%w(m_tl)F(tg—tl, tQ_%)dtldtQ (41)
0 0

whereF'(At, t) contains the expectation ovérand is defined as

F(At,t) £ Eg {P0-@—o(-AL&N (4.2)

Using 3.2 we can write 4.2) as
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1=—00

F(At,t) = Es { ﬁ exp [j2mha;p(t — iTs, At)]} (4.3)

where

p(t, At) £ q(t) — q(t — At).
Evaluating 4.3 is straightforward for i.i.d. data, since the expectatigerator can
be moved inside the product where it is a function of only ogmalsol, @;, and can be
computed with ease (see [5]). However, another option maigtiosued here since the
data symbols are assumed to be correlated. This is whereakert derivation differs

from that found in [5].

4.1.1 Evaluating the Expectation With Respect tax

We start by exploiting the fact that(¢, At) is non-zero for only a few values of
1 [this is due to the definition of the phase pulse 33(]. The limits on the product

in (4.3) can be written as

K>
F(At,t) = Es { H exp [j2mha;p(t — iTs, At)]} (4.4)
1=K
where
Ky — {MJ L
T
and

max(t,t — At
e

with |- | denoting the floor function. Therefore, the data sequdige in (4.4) has a

finite length of AK 2 K, — K, + 1 symbols. The problem of evaluating the expec-
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tation in @.4) reduces to 1) enumerating the possible lenfytki-a sequences and 2)
attaching a probability distribution to these sequences.

In the case of SOQPSK, the number of possible lenyfti-x sequences is enumer-
ated in 8.13 and the binary AK +1)-tuples(S, @) that produce them are independent
and uniformly distributed. Therefore, the expectation id.@) can be taken with respect

to the uniformly distributed variableS, ), i.e

F(Att)=—— Z Hexp []27rhal w)p(t —iTs, At) (4.5)
2 K
where the ternary symbois (S, ) are explicitly shown to be a function 68, @). It
is straightforward to evaluateél6) numerically. In fact, numerical computations are

already a part of the final derivation in [5] of the TED.

4.1.2 Final Derivation of the TED

The final steps in deriving the TED are the same as found inT5bé ultimate goal
is to compute the argumeftwhich maximizes\(»|7) in (4.1). To achieve this we
must simplify @.1) due to the cumbersome form 6% At, ¢); this function, even in its
new formin @.5), is periodic with respect toof period7". Therefore, its Fourier series
expansion is exploited in evaluating.l). The final form of Fourier series expansion

of the likelihood function in 4.1), after exploiting various symmetries, is [5].

oo

Re ) A( eﬂ“mT/Ts] (4.6)

m=1

There are actually two values 6§, i) that produce the all-zeras sequence. Thus, strictly speak-
ing, there is not a one-to-one mapping betwéénit) and&. However, it is true that the underlying
behavior of the precoder is correctly characterized by tiisotmly distributed random variables, @),
which means that the all-zerésshould appear twice in the expectation.
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Figure 4.1. The impulse respondeg (t) for MIL-STD SOQPSK.

with
LoTs )
A(m) = / [r(t)e‘”mt/Ts} yr (t) dt
0

where

LoTs )

() 2 / [ (o)™ /%] iy (t — o) do

0

and

; 1 [T .
hm(t) 4 eJWmt/TSTA F(_t’u>€j2wmu/Tsdu.

s

4.7)

The pulseh, (t), which is computed using’(At, t) in (4.5), is shown in Fig4.1 for

MIL-STD SOQPSK. The trend observed here, which is the sarttesdsbserved in [5],

is that the energy in the pulsés,(t) decreases rapidly as the Fourier series harmonic

indexm increases. Therefore, the likelihood function4ng) is well approximated by

the single term wherg, = 1.

A discrete-time implementation oft(6) using them = 1 term only is shown in

block diagram form in Fig4.2 The impulse response of the filter is sampledvat

samples per symbol to yield

hlk] £ h(kT)
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Figure 4.2. Block diagram of the final TED.

whereT £ T,/N is the sampling time. The subscript on this impulse respiase
been dropped in Figt.2 for reasons that will become clear momentarily; however, a
this point it is understood thdt[k] = h,[k]. The impulse response of the filter is the
only part of the system in Figt.2that is specific to the modulation format. The block
diagram in Fig4.2 shows that the non-causal impulse respdtjséis made causal by

introducing an appropriate delay 8fD samples.

4.1.3 Quantization ofh (t)

Although the system in Figt.2does not require an unreasonable amount of imple-
mentation complexity, most of its complexity is due to cormpg the NV filter outputs.

With the most efficient discrete-time implementation, thBker outputs require

Ly —1
2N( “’“12 +1)

multiplications per symbol time, wheig, ;) is the number of non-zero samplesift|.

For MIL-STD SOQPSK withNV = 4, this comes to 104 multiplications per symbol
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time.
In an effort to reduce the complexity of the TED while maintag its performance,
we explore the idea of quantizing the valueggft). One possible quantization scheme

is

>0 (4.8)

Qulx(1) = round(xw-l) M,

Mx 2l-1"’

where round) denotes “round towards the nearest integer” and

My = max([e (1), @9)

The parameterdenotes that+ 1 bits are used to quantize the input signél), wherel
bits quantize the amplitude and one bit is used as the sigktiiie (4.8) and @.9) use
continuous-time notation, they are equally applicable disarete-time input of: [k].

The most extreme example of this quantization scheme isiwith. The shape of
Q1(hy(t)) for MIL-STD SOQPSK is shown in Figd.1 No multiplications are required
to compute the output of the filter in Fig.2whenh[k] = Q1(h4[k]). The performance
of the TED withh[k] = Q1 (hi[k]) is quantified for the case of MIL-STD SOQPSK in
Section6.1

4.1.4 Generatingh,(t) When the Correlation is Ignored

We have shown how to evaluate the expectatioiB) (when the data sequenée
is correlated. However, it is reasonable to wonder whetheobthe re-derivation of
hy(t) is even necessary. In other words, how well would the TED @n4R2 perform if
the data correlation is ignored whén(t) is computed? The answer to such a question
depends, of course, on the degree of correlatioa.inThus, while a general answer
cannot be given, the question is worth considering for oangxe case of MIL-STD

SOQPSK.
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Figure 4.3. The impulse responsA (t) for MIL-STD SOQPSK.

In order to keep things separate, we ige) to refer to the pulse obtained fromh.{)
with m = 1 whenuncorrelated(i.i.d) data are assumed. In the case of SOQPSK, an un-
constrained ternary alphabet h¥isx = 32X unique sequences of lengthk. This set
of i.i.d. sequences can be used to evalu4t® (or the original formulation of'(At, t)
in [5] can be used. The resulting pulggt), and its quantized versiaR (fi(t)), are
shown in Fig.4.3 for MIL-STD SOQPSK. Between Figgl.1 and4.3 there are four
options for the filter responsigk| in the TED in Fig.4.2 Numerical results on the

individual performances of these four filter options areegiin Sectior6.l

4.2 S-curve of the TED

The behavior of the TED is characterized by the S-curve, Wwiscthe expected

value of the TED output|n| as a function of théiming offset
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Figure 4.4. S-curve for MIL-STD SOQPSK witth[k] = Q1(hy[k]) and
N =4.
The S-curve is particularly useful since it identifies thab$t lock points for the TED

and proves the correctness of the TED ruling out possilnlitialse lock points. Sta-

ble lock points are the zero-crossing points on the curverevtiee slope is positive,

e.g. [11].
The S-curve for the TED in Figd.2 was computed in [12] assuming the original

and exact impulse response is used, i.e. assuhjitjg= h,[k]. The resulting S-curve

is

S(5)

E.NH . (2
— sin( ;5) . (4.10)

When a generic impulse resporigé] is used, the S-curve is also given X0, with

the definition ofH altered slightly from [12], i.e.
H 2" hy[k]h[k]. (4.11)
k

Thus, a quantized (or otherwise non-exact) impulse regpbjis changes only the

amplitudeof the S-curve, and not itshape When the original and exact impulse

response is used.(L1) reduces to the expression defined in [12].
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The S-curve in4.10 is shown in Fig.4.4 for MIL-STD SOQPSK withh[k] =
Q1(h1[k]) and N = 4, along with data points taken from computer simulationse Th
simulation points in Fig4.4show strong agreement with the theoretical S-curve, which
underscores the correctness 4fl(l). Also, as 4.10 and Fig.4.4 suggest, only one
stable lock point exists for the TED in Fid.2, this point occurs when the timing

estimate is correct, i.e. at= 0, which rules out the existence of any false lock points.
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Chapter 5

Data Aided TED

The second option available for timing synchronizatiorhis tlata aided TED. As
in the previous case, we can use an existing TED for CPM ancerttak necessary
modifications to suit our needs of SOQPSK. The specific dautinns of this chapter

are the following:

e Adapt an existing CPM-based timing error detector (TED)| d&@that the con-

strained ternary nature of CPM is properly taken into actoun

e Incorporate the TED into the Viterbi algorithm (VA) based @BSK detectors

and properly combine it with the 4-state pulse-truncat®n)(technique.

e Evaluate the correctness of the TED by computing the S-caneethereby es-

tablishing the absence of any false lock points.

This scheme as we will see shortly has low complexity, lonwnmadized variance that
approaches the MCRB, and is free of false lock points.
This chapter is organized as follows. In Sect®id we derive the TED using

maximume-likelihood methods and making some minor modifices to the existing
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one. In 5.2 we compute the S-curve and establish the absence of aryidalspoints.
The lower bound on the performance of the proposed approastalneady been es-
tablished in Sectior8.3 by computing the MCRB and the numerical results for the
data-aided TED are provided in Sectiérz

5.1 Timing Error Detector

The derivation of the timing error detector (TED) is basedwaximum likelihood

principles. The signal observed at the receiver is modeded a

E, |
(1) = 2 ()

s

wherew(t) is complex-valued additive white Gaussian noise (AWGNhwiéro mean

and single-sided power spectral densy. The variablesx andr represent the data
symbols and timing offset, respectively, which are bothnown to the receiver in

practice.

The operation of the TED is intertwined with the operationhef Viterbi algorithm
(VA). Customarily, CPM signals are demodulated using a bafnk/“ matched filers
(MFs). But, in the case of SOQPSK it is important to note thaugh the original
underlying data is binary, the precoding operation prodwiceernary output and hence
the MF bank for full-response SOQPSK is made of an array @ettiiters matched
to {—1,0,1}. By applying the PT approximation [3, 21], it was shown in][iltat the
same three MFs can be used for partial-response SOQPSK-TG.

Recall the equation from Chap, the phase of a CPM signal is given by
Ot o) £ 2mh Y ong(t — iTy).
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Figure 5.1. Four state trellis diagram for SOQPSK.

This equation can be rewritten in the following form
o(t, ) = n(t, Cr, o) + ¢, kT <t < (k+ 1)T;
with

k
n(t, Cryan) £ 2ch Y gt —iTy)

i=k—L+1

Cr = (Wp_Li1, s Qpg, 1)

and

k—L

o ﬂhZai mod 2.

1=0

(5.1)

(5.2)

(5.3)

(5.4)

In the above equationS;, is thecorrelative stateay, is thecurrent symbglandg,, is

thephase statef the modulator.
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In order to obtain the sampled MF outputs, we assume for the@eno thatr is

known. The MF outputs are sampledrat (k + 1)7 to produce

Zy(Cy, ag, T) é/ r(t)e I Crek) gt (5.5)

T+kTs

The likelihood function of the data is maximized by perfongnimaximum likelihood
sequence detection (MLSD), which is implemented efficiewith the VA. The sampled
MF outputsZ, are used to compute the branch metrics within the VA. Thdidref
an SOQPSK modulated signal is shown in FBgL. The state variables in the trellis
are taken from3.11), and are ordereth, o, ux_1) for k-even anduy_1, ug_2) for k-
odd [19]; thus, the trellis states afg  {(—1,—1),(—1,+1), (+1,—1), (+1,+1)}.
The branches in Figh.1 are labeled with the current-bit/current-symbol pair/ oy,
for the given branch. The time-varying nature of the trelisa result of the time-
dependence in3(11). The remainder of the details needed to implement the VA are
found in [16].

In order to obtain the TED update, we temporarily assumedhiatknown. Using
the above definitions, and denoting the observation intas@ < ¢t < LyT, it can be

shown that the likelihood function for the unknown parametes

Lo—1
A(r|7) = exp {Nio, /% > Re{Z(Cy, a, 7)e 7 }} : (5.6)
S k=0

The maximum ofA(r|7) with respect to the timing offset estimateis obtained by
setting equal to zero the partial derivative 6f@) with respect ta~. Thus, we now have
Lo—1

> Re{Y(Cy, ap, e 7%} =0 (5.7)

k=0
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Figure 5.2. Block diagram of the final TED.

whereY,. is the derivative ofZ, with respect tor. A discrete-time differentiator is
used to implemeny;, as discussed in Secti@n2

The solution to %.7) is obtained in an adaptive/iterative manner. As it is formu
lated, 6.7) assumes the true data sequeficeay,_», a1, oy} is known, which is not
the case in practice. A logical substitute for the true datpusnce is the sequence of
survivors within the VA, which become more reliable the fat we trace back along

the trellis. Considering all these issues, the followingesignal is obtained as in [12]
e(k — D) 2 Re{Yk_D(CZ_D, &, %k_D)e_j"bZ*D} (5.8)

whereD is the traceback time for computing the error and the supptdcrepresents
the best survivors of the VA. A large could result in longer delays in the timing recov-
ery loop, but it is observed in [12] and Secti6r2that D = 17, produces satisfactory
results that are discussed in detail in Chap.

A discrete-time implementation 05(8) is shown in block diagram form in Fi&.2

5.2 S-curve of the TED

The S-curve as explained #hhelps identify the stable lock points for the TED;

these are the zero-crossing points on the curve where the s@ositive, e.g. [11]. In
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Amplitude

Figure 5.3. S-curve for MIL-STD SOQPSK

this case, a closed-form expression for the expected vdluglos rather diffiucult to
compute unlike the non-data-aided scheme as the TED ispocated into the Viterbi
algorithm. Hence we use simulations to study the S-curve. siimulations reveal that
the only stable lock point occurs when the timing is correet, ato = 0. This result
holds for both versions of SOQPSK and rules out the existefiedse-lock points. The
constantt, is defined as the slope of the S-curve evaluated-at0 and the value of

k, is determined numerically via simulation. The valuegptletermined numerically

agree with the values given in [11].
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Figure 5.4. S-curve for SOQPSK-TG.
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Chapter 6

Numerical Results

In this chapter, we discuss the numerical results obtaigezbmputer simulations
for the blind and data-aided TED. The raw TED outgit is refined into a more stable
timing estimater using a feedback scheme. A standard first-order phaseddoke

(PLL) provides an updated timing estimate after each syl with the operation
k] & #[k — 1] + ve[k]

where thestep sizes
ya 4 BT
kp

(6.1)

and BT is the user-specifiedormalized loop bandwidth
The constant;, is obtained from the S-curve of the TED; this curve charamtsr
the overall behavior of the TED and is the expected value ®fTlBD outpute[k]| as a

function of thetiming offset

Both TEDs were tested for two loop bandwidthsiif, = 10-2 and BT, = 1072,
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the simulation results of which are explained in the follogvsections.

We now quantify the accuracy of the TED in Fi4.2 for MIL-STD SOQPSK.
The raw TED output is refined into a more stable timing estematising a feedback
scheme. A standard first-order phase-locked loop (PLL)idesvan updated timing
estimate after each symbol time with the operation expthing€6.1). The relationship
between the observation intenva) in a feedforward-based scheme and the normalized

loop bandwidthBT) in a feedback-based scheme is [11]

1

LoT, = .
0 2BT,

The accuracy of the feedback scheme is measured withamealized timing vari-

ance
1

1
T3 ¥ o2& — x Var{#[n] — 7}. (6.2)

T2
6.1 Numerical Results for non data-aided TED

We have discussed two cases using loop bandwiBthis= 1 x 10~2 and BT, =
1 x 1072, With BT, = 1 x 10~? all the four filter responses plotted in Figs.1
and4.3 have been tested. F&T, = 1 x 1072, simulation results are provided using
the filter responsé; [k|. The normalized timing variances for for all these options,
each usingV = 4 are shown in Fig6.1, along with the MCRB7) in (3.23. Using
BT, = 1 x 1073, the first observation from Fig6.1 is that the filter responsk, [k]
clearly outperformsf; [k], both with and without quantization. This emphasizes that
the data correlation can astiouldbe taken into account when computidg4), which
is one of the primary contributions of this work. The secobdeyvation from Fig6.1

is that the two level quantization schefié] = @, (h4[k]) has a negligibly small effect
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Figure 6.1. MCRB vs. normalized timing variance for MIL-STD SO-
QPSK with N = 4. Solid curves are fo37, = 1 x 10~ and dashed
curves are foBT, = 1 x 1072.

on the variance of the timing estimate. This is rather pteasinceh[k] = Q1 (h1[k])
reduces the complexity of the TED considerably by a factengained ind.1.3 The
last observation for this case from Fig.1 is that the tracking accuracy of the TED
in Fig. 4.2 is significantly worse by 15 dB than the performance limiticaded by
the MCRB(7). Using BT, = 1 x 1072, the performance of the TED is worse than
what was observed witlB7, = 1 x 1072 in terms of normalized timing variance vs.
MCRB. The accuracy in this case is so bad that performandeeofED is rather poor
which can be seen in its BER performance shown in €i8. This is a drawback with

the proposed scheme, but not an unexpected result basethiber $indings reported
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Figure 6.2. Acquisition time of the NDA-TED with a random timing offset

in [5]. However, we emphasize that the proposed scheme has @dmpelling merits,
such as low complexity, no false lock points, and compatybitith a wide range of
applications, such as noncoherent detectors.

Fig. 6.2 shows the acquisition time of the TED for the two differenbpoband-
widths. With BT, = 1 x 1073, it can be seen that the TED locks on to the correct
timing at around5007. But the fact that its performance in terms of normalized tim
ing variance vs. MCRB was rather poor being off from the loweund by15 dB is
clearly evident here in the form of the jitter in the curvechse ofBT, = 1 x 1072, the
TED never really locks on to the correct timing and this is gapeeted result with the

normalized timing variance being too high compared to theRBCthe effect of which
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Figure 6.3. Probability of bit error for MIL-STD SOQPSK

can also be seen in the BER performance shown ing=8).

Fig. 6.3 quantifies the bit error performance of a MIL-STD SOQPSK ciete
whose timing estimate comes from the feedback-based tingiogvery scheme dis-
cussed above. The theoretical performance of the optimat$MD SOQPSK de-
tector with perfect symbol timing is given in [15]. This idgzerformance curve is
shown in Fig.6.3 along with the simulated bit error performance of the deteatith
BT, = 1 x 107% andh[k] = Q1(mk]). The BER performance of the system with
BT, = 1 x 1072 andhlk] is also shown for the sake of comparison. The detector with
BT, = 1 x 1072 achieves near-optimal performance fa/ N, > 1 dB. In fact, the loss
due to the imperfect timing estimates is only 0.05 dB’at= 10~°. This demonstrates

the usefulness of the proposed scheme, in spite of the sotaiptacking performance
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shown in Fig.6.1
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Figure 6.4. MCRB vs. normalized timing variance for MIL-STD SO-
QPSKwithN = 4.

6.2 Numerical Results for data-aided TED

The accuracy of the TED in Fi§.2is quantified for the two versions of SOQPSK as
it was done for the non-data-aided TED. The discrete-tim@ementation is sampled

at a rate ofN = 4 samples per symbol. SamplesZf are used to update the branch
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Figure 6.5. MCRB vs. normalized timing variance for SOQPSK-TG with
N = 4.

metrics within the VA. In addition to the sample used in the dAearly sample ofZ,,
is taken, as well as late sample. The difference between the early and late samples is
used to approximate the derivati¥g,. This procedure is discussed in [12].

In this work, the timing variance has been computed for twiteint values of
the normalized loop bandwidth, for both versions of SOQP&HKofal of four cases).
Figs.6.4and6.5show the normalized timing variances plotted along withrtberre-

sponding MCRB()’s. All four cases reveal that the TED is very effective f@QPSK,
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Figure 6.6. Acquisition time of the DA-TED with a random timing offset

since the normalized timing variance is within 2.5dB of tvér performance limitin-
dicated by MCRB().

These synchronization results further validate the CPMehfmt SOQPSK, which
has already proven effective in detection algorithms. Mweg, in the case of SOQPSK-
TG where the reduced-complexity pulse truncation appration is used, it is pleasing
that such low values of the timing variance are achievedguia suboptimal MF out-
put samples. The proposed TED shows a marked improvemeetiormance when
compared to theon data aidedTED developed in Chapl. In particular, the TED
presented here allows for much wider loop bandwidths andapiel synchronization

times that result. The acquisition time for this TED is shaw.6. It is seen that the
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Figure 6.7. Probability of bit error for MIL-STD SOQPSK witiv = 4.

TED locks on to the correct timing in just ovéd007, whenBT, = 1 x 1073. When
a wider loop bandwidth o37, = 1 x 10~2 is used the synchronization time is even
faster with the TED locking onto the correct timing as fask@s7’,. This is one of the
advantages of this TED over its non-data-aided countewd@dh failed to synchronize
with the correct timing value at this loop bandwidth.

Figs. 6.7 and 6.8 quantify the bit error rate (BER) performances of the preuobos
TED for MIL-STD SOQPSK and SOQPSK-TG. The theoretical perfance of the
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Figure 6.8. Probability of bit error for SOQPSK-TG witlv = 4.

optimal MIL-STD SOQPSK detector with perfect symbol timiisggiven in [15]. This
ideal performance curve is shown in F&7 along with the simulated results for the
bit error performance of the TED witB7, = 1 x 1073 and BT, = 1 x 1072, It can
be seen that the detector performs at the theoretical lmitty the simulation points
perfectly lining up over the analytical curve. The fact ttias performance is achieved
with the wider loop bandwidth aBT, = 1 x 10~% is noteworthy.

Similarly, the theoretical performance of SOQPSK-TG with #-state pulse trun-
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cation approximation and perfect symbol timing is given16][ As in the previous
case, the TED provides accurate results even With = 1 x 1072, This demonstrates
the applicability of the TED to both versions of SOQPSK, whi significant since the

non data-aidedED has extremely poor performance in the case of SOQPSK-TG.
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Chapter 7

Conclusion

It is clear that synchronization is a very important probkenibe addressed in any
communication system. SOQPSK with its constrained datébs{grdoes not simplify
the task in any way with synchronizers available for CPM’s alvays being compat-
ible here. Hence reduced-complexity detectors are redjuifidhese timing recovery
schemes are of practical significance since SOQPSK is widledygl in military and
aeronautical telemetry. Moreover, CPM-based detectors baly recently been pro-
posed for SOPQSK and compatible timing recovery schemek,agathe ones proposed
here, are required for these detectors to be implementechatipe.

In this work, two different types of TED’s compatible with PSK have been
proposed namely the non-data-aided (blind) TED and the aidied TED. Both the
TED's have their respective merits and demerits. Considehe blind TED it has been
shown that the data correlation can be ignored when constgutbe TED; however, the
best results are obtained when the data correlation is takemccount. The S-curve
of the TED was computed, which ruled out the existence okfldsk points. In the
case of SOQPSK, the proposed scheme was shown to haveelgiaor performance

by 15 dB in terms of timing error variance, as measured agtiesVICRB. However,
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due to its simplicity, its blind nature, and the absence Isiféock points, the proposed
scheme has potential in a wide range of applications andasteactive solution to this
highly-motivated problem.

As far as the data aided TED is concerned, unlike the other, TREDperformance
is exceptionally good in terms of approaching the theoaktmver bounds on timing
error variance established by the MCRB. Furthermore, therbor performance of the
detector was identical to the perfect timing case, even whasonably large values of
the loop bandwidth were used.

Though the performance of the data aided TED is superiorimgef normalized
variance, the blind TED has its own advantages. In apptinatwhere interaction
between phase and timing is not desirable, the blind TEDa®tiy solution available
today. Moreover, the performance of the blind TED is complardo the data aided
TED considering the BER'’s of the two schemes. It is partidylpleasing to note that
a drastically simplified two level quantized blind TED perfeed close to the theoretical

limit.
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