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Introduction

According to Institute of Higher Education 
Policy, 85% of four year colleges offer 
online courses.
Many institutions offer similar courses, so 
there are probably hundreds of 
descriptions of similar topics on the 
Internet.
Educational content is expensive to 
produce.
Courses are not very flexible and cannot 
be easily re-purposed.



LEARNING OBJECTS

Definition of Learning Object.
Characteristics of a Learning Object.

Smaller Units of Learning.
Self Contained.
Reusable.
Can be aggregated.
Tagged with meta data.

Reusable and very flexible when 
compared to a course as a learning unit.



IKME

Intelligent Knowledge Management Environment 
(IKME) is an ongoing project at the University of 
Kansas aimed at assisting the Defense Information 
Technology Test bed (DITT)/University After Next 
(UAN) by providing an advanced reach-back 
capability for commanders, staff, and other users 
who have time-critical needs.
A knowledge management environment would 
facilitate the creation of extensible and reusable 
learning objects that would lead to faster delivery of 
content to knowledge users.
XML is used as the data format for publishing. 
Knowledge creators use the environment to 
create learning objects which are stored as XML 
documents. 



Why XML?

Advantages of XML
Structured - Capable of representing an 
object hierarchy. 
Machine-readable and writeable. 
Separates content from presentation.

So, Learning Objects can be easily 
integrated into online courses.



Goals 

To help the user find the related learning 
object content for the creation of lesson 
objects and manuals. 
To use a Memory based approach for 
indexing as opposed to File based 
approach used for the earlier version.
To incorporate Incremental Indexing into 
the similarity search instead of batch 
processing which required the algorithm 
to be re-run every time a new document 
is added to the collection.



Overview

Problems with Earlier Version
File based Indexing.
Need to re-run the whole algorithm 
when a new document is added.

My enhancements.
Memory based.
Incremental Indexing.



Formula



System Architecture



Indexer

Indexes the documents using standard vector space model (tf-idf) 
approach.



Categorizer

Returns the top ‘n’ similar documents to a given document in the
decreasing order of similarities.



Categorizer Output



CreateFile

Creates a docID file which has document names and IDs. This file
is needed for incremental indexing.



Sample docID file



WriteSimilarity

Generates the Similarity Matrix.



Format of Similarity Matrix



UpdateSimilarity

To update the similarity information, because of the newly added
documents to the collection.



STEP 1: Adding the new record(s) to 
the Similarity Matrix



STEP 2: Updating the corresponding 
records’ similarity information



Updating Document 1’s Similarity 
Information



Updating Document 49’s Similarity 
Information



Updating the corresponding records’ 
similarity information (contd’)



New Similarity Matrix 



Evaluation

Incremental Updation of Similarity Information:



Evaluation (cont’d)

Calculating Similarity Information from the 
scratch:



Screenshots – List of Learning Objects



Displaying the top 5 similar learning 
objects at the bottom



Screenshots – Displaying the top 
similar learning object



Conclusions

The primary goal of incorporating Incremental 
Indexing into the similarity search has been 
achieved. 
The algorithm need not be re-run even if a single 
document is added to the collection. Only the 
required parts of the index and the similarity 
matrix are updated.
This will provide a faster way to search for similar 
learning objects and help the educators in 
creating new lessons using existing learning 
objects rapidly and inexpensively.



Future Work

Investigating similarity formula 
(i e., weighting different fields 
differently when calculating the 
match between the objects) 

Learning best differential weighting 
scheme.
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