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2. Literature Review

* Representation

» Detection

» Classification

» False Detection and Prevention
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2. Literature Review

. False Prevention
Fepresentation and
Digsirmilarity Wletrics
Caleulation
. False Detection and
Prevention
-
B Detection
N Falze Detection and
- Prevention
3 . .
Classification
- False Detection
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Fig.P.1. lllustrates a general process flow for temporal video segmentation algorithms.
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Problems & Solutions

. (P) Quality of Detection
. (S) Parallel Analyzer
. (S) Uncertainty Groups
. (S) Extremely Sensitive Change Detector (ESCD)
. (S) False Negative Prevention (No Threshold)
. (S) False Positive Detection

. (P) Complexity vs. Simplicity
. (S) Example based Technique
. (S) Uncertainty Groups

. (P) Real Time
. (S) Adaptive Examples

. (P) Generality vs. Specificity
*  (S) Example based Technique

(P) Flexibility and Extensibility
. (S) Multi-level property

© Robert B. Yeganeh. (S) Example based Technique
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Outline
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3. Segmentation based on Predefined
Examples (S.P.E.)

3.1. Representation
3.2. Detection
3.3. Classification
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3.1. Representation

* Predefined Examples
— Quality
« Examples of different duratlons

& leferent types Of examples ﬂnowaigoﬁmmmuaﬂofzﬁ:i:_:gﬁu statidtical data are stored)
— Transition Types « (EEBBEBBERARARARAR
— VideoTypes = "SNeada oo @ . o0 8 o .
(Other Cuts)
 Balance
» Color Variety i |
- Combined Transitions WL EEEEEEEE]

— Quantity LAENSDDDNSEE

Fade Out

- | ! - lu_.u-ll- |:.4--J F;.IKJ
Ihssol
Fig. P.2. Sample cut, " m
fade in, fade out, and |F-—r—-—:=t = —r=rmimimim o
dissolve sequences. +ss (Other Dissolves)
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3.1. Representation

« Color Moments (Statistics)

Color Charmels:

Horizontal Position

Ilean:

Skew:

Vertical Position

Iean;

Table P.1. Organizes the twenty seven moments Fig. P.3. lllustrates the center of gravities for each of the three
in an easy to understand fashion color components in real life picture.
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3.1.

Representation

M(1,0) =%§I(X, 3,4,¢) -
S(t,c) = \/%Zy“ l7(x,v,t,c)—M(t,c)] )
K(t,c)= i/%zy I (x, y,t,c)=M(t,0)f o3
M, (t,c)= %Zy‘, ]();Wy(;cc)) i (>.4)
S (t,c) = \/ 2 Ml o Zy: e vty 0)- (e =M (1, 0) ] (P.5)
K, (t.c) = J o Ml o z 1 vt0)- (- M _(1,¢) ®.6)
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3.1. Representation

* Measure of Difference

(P.7)

where

- .
’ r |P
F Z‘mf,i —My, F
a2 2
Diff =—L— =H
F
m,, = moment i of the current frame from the input stream
d,, = derivative of m,,
M ,,= moment i of current frame from the current example

D,,= derivative of M,

’
me. = m/‘l. W,

w, = weight used for moment i

’ . .
d;,= d, -w,=derivative of m’,
’
M, = M, -w
. . 4
D, = D, -w,=derivative of M,
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3.1. Representation

Examples IDs

""E?
3

X

§

R —
"=;'
-
ﬁ
: 2
—=

Fig. P.4. lllustrates generated fit
Input Stream Frame Number values image.

Examples Is

Fig. P.5. lllustrates sorted Input Stream Frame Number
fit values image
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3.2. Detection

3.3. Classification
N

 Best Examples Extraction & Labeling  /A— ——\
(SR -
ll\
) AN
. I N N
a1 J [\ ¢ 4\
8 | — P ] =

Fig. P.6. Represents the best fit values for each window for one minute of input data.

* Localized Adaptive Threshold

threshold =m, , +K -0,

(P.8)
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4. Segmentation based on Adaptive
Examples (S.A.E.)

4.1. Representation

4.2. Detection

4.3. Classification

4.4. False Detection and Prevention
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4.1. Representation

« Color Moments (Statistics)
— Refer to S.P.E. representation section.
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4.1. Representation

« Adaptive Examples
— Cut
— Dissolve
— Fade
— Normal Groups

Wideo Stream Current Window ]

T

|

Apply Appropriate ]
Dizzolve Formulas

+

l

[ Wideo Strearn Current Window ]

5T

[,

i ~—

Current Example Potential Candidate a

Fig. P.7. lllustrates the process of extracting potential
candidate and generating a cut adaptive example while T
partition of the window is centered on a cut transition.

Current Example

Potential Candidate ;

© Robert B. Yeganeh

Fig. P.8. lllustrates the process of extracting potential
candidate and generating a dissolve adaptive example while
T partition of the window is centered on a dissolve
transitions.
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4.1. Representation

 Dissolve & Fade (Adaptive Examples)

M

t,i,R

- At,i,R + (1 - 0() ' Et,i,R (P.9)

2 2 2 2
O,ir B4 O, +(l-a) O, (P.10)
t,i,R t,i,R

Mono-Color Frames ] [ Wideo Stream Current Window

Fl {#.  #}
F2{#.. #}
F3:{#.. #}
Fa{#.. #}

Dissolve Formulas

Current Example J

{— Potential Candidate J

© Robert B. Yeganeh

Fig. P.9. Illlustrates the process of extracting
potential candidate and generating a fade in
adaptive example while T partition of the window is
centered on a fade in transition.
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4.1. Representation

 Normal Groups (Adaptive Examples)

— No Threshold

— Extremely Sensitive Change Detector

WVideo Stream
Current Window

Errwara

FEFFEFFRLERFFRFFET,

e

-
:
:
:
:
:
:
:
:
:

S | ——

Current Example ] { Potential Candidate
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Fig. P.10. lllustrates the process of extracting
potential candidate and generating a normal
adaptive example for gradual transitions detector
while T partition of the window is over a region of
no activity (regions containing minor object
motions).
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4.2. Detection

4.3. Classification
4.4. False Prevention & Detection

« Best Examples Extraction & Labeling
* No Threshold

° ‘ Capturing Video Stream ‘
Extracting the 27
s v - Parallel Analyzer
- Uncertainty Groups Analyzers
[ cuDwar | - False Detection Techniques
“—v‘ Fade Detector ‘
B
‘ Dizsolve D \\ ‘\
il
Il [ [
L Ll || e
Store the Det:ction Eesults
Fig. P.11. lllustrates the high level process flow for the second Fig. P.12. Illlustrates cut and
algorithm. dissolve detection streams.
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5. Experimentation Results

5.1. Evaluation Techniques
5.2. S.P.E. Results

5.3. S.A.E. Results
5.4. Discussion
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5.1. Evaluation Techniques

Manual Detection (Truth Data)
 True Positives

« False Positives

« False Negatives

« True Negatives

. Recall
. Precision
«  Ulility
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5.1. Evaluation Techniques

* Recall
Recall = R* = N]\j +J\tfmd x100% @)
where
TP=N:, .. =0, ©=1iS;ic{l, ..k’ }|Fell,. .k} and S} N ST % ¢}
FN=N}... =6, o={s:ie{,...kc:}|Vje{,.k;} and 57 57 = ¢
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5.1. Evaluation Techniques

. Precision

. N’
Pr ecision = P* = . correct —x100%
N + Nfalse

correct

where

correct

TP =N} .. =©

FP=Nj},, =|©

» ©=157,ie .k 1T Lk} and S} NS # 9]

, ©=187,j€ L.k J| Vi€ I,..k | and S* NS =@}

(P.12)
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5.1. Evaluation Techniques
«  Ulility

© Robert B. Yeganeh

General Definition

Utility = o -Recall + (1 - &) - Pr ecision

(P.13)

Variation Used

Utility = (Recall +2Pr ecision)

(P.14)
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5.2. S.P.E. Results

—
Total # of transitions: B7S Fecalloc 3910 #of TF: 226
# of FM: 352
#of FF: 1
with Mormalization — g | Precision, . 026
{f 5 side frames [SL1 1] TR 44938 =
—
—
Fecall... 3407 #of TF: 224
# of FM: 354
#of FF: 287
without Plormalization — | Precision........... 4382
[SL1 1] TR 3895 =
—
Fiaw Moments
—
Recallic e, 4239 #of TF: 245
# of FM: 332
# of FP: 34
with Mlormalization — | Precision, ......... 4386 =
(8L L TR 4312 =
l\\ Mo side frames S—
—
Recallic e, 3407 #of TF: 224
# of F: 364
# of FF: 295
without Mormalization ————| Frecisiofo. .. 4318 2
[S1] 1 TR IBEZ =
—
45 minutes
with Mormalization —— g MiA
'IK 5 side frames
Recall oo 2301 2 # of TF: 122
# of FT: 445
# of FP: 249
without Mormalization ——— | Frecisiom ... 481
[H11 11 TR 2291 M
Qeriuatiues <
with Mormalization ———— g MA
'n.\ Mo side frames
FRecalliciciiianaan 2145 ¢ # of TF: 124
# of FR: 454 H
¥ arFE. a1 Fig. P.13. Presents the
without Mormalization —— | Frecision ... ... pecR=l- 3 . t t. It
experimentation resulits
D 27Tz for 45 minutes of data.
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5.2. S.P.E. Results

Total # of transitions: 434

Raw Moment= <

-

30 minukes ~<

.

with Mormalization | Preci

no side frames - Litility
e

—
Reca

- without Mormalization —— g Preci

Uiklity
o

Bzideframes — & ‘Wasnotused in experimentation

-,H_I-:Ieri'.'ati'.IES

# Wasnotused in experimentation

=ion

|

= [ PR, .

a0.00

4223 =

4615 =

4252 M

JE.03 M

4020

© Robert B. Yeganeh

Fig. P.14. Presents the experimentation results for 30 minutes of data.
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5.3. S.A.E. Results

False .
M?ﬂ‘, Alarm ﬂ‘ ::i(! Recall
(False Fosiiives)

Cuts

Precision

Fades

Dissolves

Total

Table P.2. Presents the final results of the second algorithm.
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5.3. S.A.E. Results

Threshaold

599
6949
599
599
599
595
594
593
590
890
890
590
585
582
684
560
575

95
95
95
95
95
B&
72
63
56
a1
45
41
37
3
35
24
22

573
573
572
569
567
566
563
562
560
554

19
17
16
16
15
15
14
12
12
12

13
13
13
13
13
16
18
19
22
22
22
22
27
30
28
32
34

39
39
40
43
45
46
49
50
52
58

Recall
97 88%
97 .88%
97 88%
97 .88%
97 88%
97 39%
97 58%
95.90%
95.41%
96.41%
95.41%
96.50%
95 £9%,
95 42%
95.98%
94.77 %
04 44%

94.44%
04.28%

93.63%
93.63%
93.46%
92.97%
92.65%
92.48%
91.99%
91.83%
91.50%
90.52%

Precision

B6.31%
86.31%
86.31%
86.31%
B7.52%
B7 52%
89.19%
90.40%
91.33%
92.43%
b2.48%
93.50%
94.51%
94.35%
H4.94%
96.26%
86 33%
96.66%
96.81%
96.79%
97.12%
u7.28%
97.26%
97.42%
97.42%
07 57%
97 91%
97.90%
97.88%

Utility
92.93%
92.93%
92.93%
92.93%
92.93%
92 45%
93.12%
93.65%
93.87%
94 22%
94.44%
94.95%
94 82%
95.20%
94.88%
95.40%
95 39%
95.55%
Y5 _65%

932.21%
95.37%
95.37%
95.26%
95.34%
94.95%
94.78%
94 .87%
94.70%
94.20%

© Robert B. Yeganeh

Table P.3. Presents number of true positives, false
negatives, false positives, as well as recall,
precision and utility for different thresholds used
in false positive detector of cut detector.
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5.3. S.A.E. Results

ROC Curve

Recalls & Precisions
Due to Variations of FP Detector Threshaold

100.00%
F9.00%

898 00% ¥

G 00% M_“—WH

96.00%

95.00% h:_;,ﬂ
34 00%

93 00% Y

G2.00% ’/
31.00% L‘

90.00% e
59.00% ?
22 00%

87 0% —

BE.00% i
BE.00% T T T
90.00% 83.00% 96.00% 89.00%

Fecall

Precision

Fig. P.15. Presents the recall and precision values for different thresholds used in false positive detector of cut
detector as well as the ROC curve for the second algorithm.
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5.3. S.A.E. Results

Utility Curve

100.00% -

49.00%

Utilities

Due to Variations of FP Detector Threshold

93.00%

897.00%

H6.00%

H5.00%

Utility

94.00%

93.00% i

92.00%

91.00%

90.00% T T

0.00 1.00 2.00

3.00

4.00 5.00 .00 7.00

Threshold

8.00

Fig. P.16. Presents the utility values for different thresholds used in false positive detector of cut detector as well

as the utility curve for the second algorithm.
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5.4. Discussion

. S.P.E.
+ Simplicity
+ Generality
+ Flexibility
+ Extensibility
- Real Time
- High Quality Detection

+ Simplicity

~ Generality Statistical Data Preparation
s Cuts
+ Flexibility Fades

~ Extensibility  @EEEOVEE
+ Real Time Lotal
+ High Quality Detection

© Robert B. Yeganeh

¢ S A E - Table P.4. Presents the time performance of the second algorithm for one minute
of data.

Execution Time
1.0 seconds

2.1 seconds

10.8 seconds

0.3 seconds

14.2 seconds
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0. Conclusioni

6.1. Summary

6.2. Future Works

6.3. Acknowledgements
6.4. References

6.5. Q & A Session
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6.1. Summary

« Two methods were implemented and tested
 The first one was based on lots of predefined examples
« The second one was based on adaptive examples

The latter method outperformed the first

Our solutions directed all the problems of previous

WOrks:
«  High Quality Detection
«  Simplicity

 Real time
Generality

«  Flexibility

«  Extensibility

© Robert B. Yeganeh
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6.2. Future Works

Future Enhancements
—  Direct Comparison based on Predefined Examples
— Direct Comparison based on Adaptive Examples

 Next Generation Algorithm

—  Simultaneous detections & use of specialized clustering
methods to increase generality
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