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Introduction: Problem Statement

e Existing Customer-Provider peer architecture and protocols
do not support
— Automatic price transaction
— Customers’ option to select any provider based on competitive service
price
— Customers’ option to broadcast their budget
— Providers” automatic mechanism to compute price and optimize Profit
* In competitive market
* In dynamic Internet traffic demand
e Therefore, the problem is to develop
— Automatic price-transaction based network architecture
— A provider’s model that compute competitive price and optimize Profit

— Demonstrate the advantages of the architecture and the model through
analysis




Introduction: Proposed Solution

This research proposes
— A new Price transaction Architecture
o “Automatic Price Transaction-based One-to-Many Peer Network Architecture”
— A new providers’ Profit optimization model
* “Providers Optimized Game in Internet Traffic Model”
— An algorithm
e That implements the model in the architecture
This research demonstrates
— The validity of the model
— Advantage of the model

e Customer Benefit
e Providers’ Benefit

— Providers’ Profit optimization method
— Examples of TE applications




Introduction: Research Method

This Research:
e Develops the Architecture

— Wire-line and wireless options
— Study only wire-line option
* Develops the Model and Algorithm

— Determines strategically appropriate price
* By Game Theory

— Minimizes the network congestion sensitive cost
* By optimum Routing technique
— Non-linear optimization method
» The Gradient Projection Algorithm and the Golden Section Line Search

— Guarantees service quality
* By Designing Traffic Engineered Network

e Evaluates performance by
— Mathematical Analysis
— Simulation Study
e Studies the followings:
— Advantages
— Profit Optimization Strategies
— Applications




Related Research

e Significant Internet pricing research

— In monopoly market

— Congestion sensitive pricing
* Service per Customer’s bid
¢ Static Congestion Game

— Game theory
¢ Internet Pricing: Monopoly market
* Congestion Issues: Monopoly market
* Peer providers in Series

e Industry Standard Activity
— 3GPP Wireless Price Model
— ATIS/PTSC wireline IP Peering
— IETF wireline VoIP Peering
* On-line Exchange Research (Bandyopadday model)
— We extend this model (Details later)
e Price-Transaction based mechanism
— One provider network



Distinguishing Characteristics of our Approach

Automatic price transaction in one-to-many peer network
— New idea of pricing in peer networks
— Extends various industry standards
Majority research are in monopoly market
— We study Oligopoly market
Provider’s Profit optimization in oligopoly market
— New method in internet pricing and Profit optimization
Network Model
— A complex network, bi-directional links, multiple paths, OD&DO call legs
Oligopoly Model
— Bandyopadhyay et al. model

Based on Bertrand Model and “Model of Sale” example
Symmetric market
— All parameters are fixed
Commodity is not internet bandwidth
Two step static game of incomplete information
Homogeneous service
Uses Reinforcement Learning (RL) in simulation to determine best strategy

—  Our model

Extension to Bandyopadhyay et al. model
Asymmetric market
— Some parameters are sensitive to the dynamic nature of Internet traffic
Commodity bandwidth
“Myopic” Markovian static game of incomplete information
Heterogeneous service
An analytical framework to determine the best strategy in dynamic internet traffic



Introduction: Contributions

Developed a New price transaction architecture that benefits customers and
providers

— By Automation
— By providing options to select any provider based on competitive price
— By allowing customer power to specify budget
— By introducing new price transaction research in one-to-many architecture
Developed a mathematical model for providers to
— To compute competitive price through the best strategy
— Optimize Profit in dynamic internet traffic demand
Developed an algorithm and simulation model
— To verify and study providers’ game in flexible environment
Introduced a New framework to determine Bayesian-Nash equilibrium
— In dynamic internet traffic demand

Demonstrated that:

— Providers improved their Profit
* Our approach yielded relative advantages over the existing Bertrand Oligopoly Model

— Providers determined Best strategies (Bayesian-Nash equilibrium and Pareto-efficient
outcome) using our approach

— Providers was able to obtain fair market share of Profit and throughput
— Providers could implement TE applications such as optimized load balancing in the network
— Customers could enjoy market price lower than their budgets.

Introduced new area in Internet pricing research
— Our research is the first in Internet Oligopoly pricing research for disjoint providers
— Existing research are for monopoly market

Introduced pricing research in a complex network model 8
— Bi-directional links, multiple paths, Origin-Destination and Destination-Origin Call Legs.



Current Managed IP Peering Architecture
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Does Not Support

Automatic Price Transaction Functions
A Session Control Function (e.g. SIP proxy)

‘Enterprises do not gain pricing advantage in provider selection
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- Bearer Function (e.g. IP Router)
Security Function (e.g. Firewall)




‘Proposed
Automatic Price Transaction-based 1:M Peer Network Architecture
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A Session Control Function (e.g. SIP proxy)

- Bearer Function (e.g. IP Router) 10
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Architecture: ATIS/PISC IP (wireline) Peering Reference Diagram

...................................................................................................................

. Current ATIS PTSC I'P NNJ Architecture specifies:
- ® Orne-to-one peer interface
5 ® No pricing architecture is supported

|____Signaling Plane ____| Provider

Pro;/\idef ________ Routing Plane _ B

Bearer Plane

CCFE: Call Control Functional Entity
CRFE: Call Routing Functional Entity
BFE: Bearer Functional Entity
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Our ‘Extension to ATIS Architecture

Customer t Cust:omer
Region#1 Region#2

Enterprise
B

Customer : : Customer
Region#4

Enterpr?

Enterprise

Current ATIS PISC IP NNI Architecture specifies: . Our extension enhances ATLS Architecture to
; ® One-to-one peer interface .| ® One-to-Many peer interface
- ® No pricing architecture is supported - ® Automatic Price Transaction



Current 3GPP (Wireless) IMS Charging Architecture

RS

Other Online
IMS <«—» Charging
Functions System
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=
v [ 3

Charging Architecture

Session
Charging
Function

Bearer
Charging
Function

Rating Correlation
Function Function

Event
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3GPP On-line Charging System (WOP)

. Current 3GPP Architecture specifies
- One-to-one customer-provider

. Online charging architecture (work on progress)
" Does not support one-to-many model



Our Extension to the 3GPP (Wireless) IMS Architecture

Blue.Com

Analyst Analyst

Red.Com

Other Online Other Online
IMS <—> Charging IMS <—> Charging
Functions System Functions System
A A
EjIP-CSCF ijIP-CSCF
=773 =773
~ X = ~ X =

P-CSCF: Proxy-Call Session Control Function
IMS: Internet Multi-media subsystem

Current 3GPP Architecture supports

® One-to-one model

® Does not allow price negotiation

® Does not allows providers to compute competitive price

Our ‘Extension supports

® One-to-many model

* Allows automatic price negotiation

® Allows providers to compute competitive price



‘Proposed Price Transaction Protocol

(4)
Enterprise
Selects
Blue.com
Because
P2=Min(P 1 P2! P3)

(1)

S E—

| Want a Price of a Session
Class: S, BW: B;
| am willing to Pay ?

Customer

(3)

The Price is P ,

Broker

The Protocol is analogous to the
Sealed-Bid-Reverse Auction.
Customers has power to specify the highest price

(5)
Enterprise
Initiates
Session
'With Blue.com

Presence
(CCFE)

Presence

(CCFE)

Presence
(CCFE)

(2
Compute Price P,
by proposed
Game of Oligopoly

Analyst

Provider: Red.com

(2
Compute Price P,
by proposed
Game of Oligopoly

Analyst

Provider: Blue.com

Provider: Green.com

(2
Compute Price P,
by proposed
Game of Oligopoly

Analyst
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Bob Region Jayhawk CCFE Provider CCFE Provider

UA (Broker, Forking Proxy (Presence and Analyst Region Wildcat
and B2BUA) Proxy Server) - Proxy Server
(1) INVITE
SIP: Alice@Wildcat/gom
"B (3) SUBSCRIBE Class: PI
< (2) 200 OK BW: 10 Mbps, Res Prige{i100 Blue.com
< (4) 200 OK Query
____________________ »
(5) NOTIFY Price: $85< "-"Fi;s-[;(;-n-s-é ______
Enterprise
Jzeﬂ:":v‘k (3) SUBSCRIBE Class: Platinum, Enterprise
y BW: 10 Mbps, Res Pyice: $100 mglort'
" ildca

(4) 200 OK

: . Query )
._(5) NOTIFY Price: $75 |{*~~ Response
(6) INVITE SIP: Alice@Willicat.com
(7) 200 OK g
Red.com|| (8) INVITE

SIP: Alice@Z.c(
(9) 200 OK

N

A

(12) 180 Ringing
(13) ACK \

~ (11) 200 OK

\
Media Session

(14) BYE

A

(15) 200 OK

16
Example: Session Initiation Protocol (SIP) Call Flow (sKetch)
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Architecture: BGP Implementation

Custome

E-LSR performs

Least cost routing
Based on min(p;, p,)

Region#1

Border Gateway Protocol
(BGP)
updates routing table with
price as a routing cost
parameter

Computes Price P,
By Proposed
Game of Oligopoly
(Q = Maximum Price)

Customer
Region#2

r

Analyst;

Computes Price P,
By Proposed
Game of Oligopoly

(Q = Maximum Price)

Region#3

Customer

Customer
Region#4

5 e

2

Many other variants of the proposed Architecture are possible
(See Table 2.1)
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‘Proposed
Automatic Price Transaction-based 1:M Peer Network Architecture
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- Bearer Function (e.g. IP Router) 18

Security Function (e.g. Firewall)




Internal Network of Each Provider of our study

Nodes are fully meshed
Each O-D Pair is connected with five alternative LSPs
There are 60 LSPs in each network
Each call has two legs: O-D and D-O
Single Integrated Queue per output link
First-in-First-Out (FIFO) non-preemptive Scheduling scheme

Customer
Region#2
(NewYork)

Customer
Region#1
(Chicago)

Customer

Region#4
(Atlanta)

Customer

Region#3
(Dallas)
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Traffic Model

Packet:
— Arrival Pattern: Poisson Distributed
— Mean Service Rate: Exponentially Distributed
— Aggregate arrival distribution: Poisson

— Aggregate mean service rate distribution: Hyper-exponential
—  Queue Theory Model

* M/G/1

For Traffic Engineering, we will use M/G/1
For Cost Analysis, we will approximate with M/M/1

Session: (No Queuing)
— Arrival Pattern: Poisson Distributed
— Mean Service Rate: Exponentially Distributed

Assumed Traffic Mix

— Homogeneous: Gold

— Heterogeneous Class: Platinum, Gold, and Silver
* The service class is differentiated by cost coefficient parameter.
* Cost coefficient parameter depends on the type of protocol and Intelligence used
e Example: Level of Security guarantees, addressing (IPv4 vs. IPv6), type of DSP
* Cost coefficient parameter distinguishes Service Class (Plat, Gold, Silver)

20



Profit Optimization

Market Price 2

Marginal Cost >

% 8
Profit 2>

Unit Utility at steady state :u(p) =(p— @)Y

Our method of Providers’ Profit
Optimization: St
— Design Traffic-Engineered

Maximize u(.)
Network Architecture Constraint
Internet Traffic Pattern and Queue System Constraint

Game Strategy Constraint

Network to Guarantee QoS

— Minimize congestion sensitive
cost (®Y)

— Select strategically appropriate
price by Game Theory

* to maximize revenue (pY)

Maximize u(p)
= Max (p— @)Y
Max pY +Max (—@Y) = Max (p— @)Y
(Maximize pY + Minimize @Y ) = Maximize u(p)

proﬁtn = Z(ps,t,k - a)n,s,t,k)dn,k yn,s,k
Vk

p: call unit price

i . " Ne r r hpu Y o: call marginal cost
5 d: call duration
& y: call bandwidth
2
2
=
Time (t) > dt Time (t) > ot

Profit (

Marginal Cost (w(.))

u(.))

21




Algorithm

Sealed Bid Reverse Auction

Protocol

(Signaling & Control Layer)

Customer
Domain

Find bid price based
Strategy: p,, =

on providers
H(F(p))

Perform
Game of Oligopoly

Belief Function: F(p) =

to develop

G(... A, ®,Q)

Develop Congestion
Sensitive Cost: @ (M*)

Develop Demand
Function: A(Y)

Bearer
Layer

.

Minimize Marginal Cost

by

Optimum Traffic Routing
Approximate
Optimum
Mean Number of Packets (M*) for Y
(Based on Queuing Theory (e.g. M/M/1))

Based on
Non-Linear Progr
(Gradient Projection

amming
Method and

Golden Section Line Search)

QoS Guarantee

Enforce Traffic Engi

neering Rule

Based on Queuing Theory (e.g. M/G/1)

ers

ng

rY
M/1))
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QoS Guarantee

e We develop TE Rules to guarantee mean delay less than 1 msec.

— Homogeneous services
e Link Load (Green) < 90%
— Heterogeneous Services
e Link Load (Blue) < 20%
e Link Load (Green) < 30%
e Link Load (Red) < 40%

e Based on M/G/1 System

E[L,] E[L,]

. Br]=—2t, Hlr]=-2t

Elz, =
E[75]=2-(Mj, E[r2]=2.(E[Lg]j, E[r3]=2.(_E[Lr]j
C : C =

E[7] :%E[Ib]+%E[rg]+%E[fr]

E[#*]= %E[sz] +%E[z’g2] +%E[rﬁ]

E[L ] N AE[%%]

ET ]= -
C 2(1-AE[t])

System Delay: E[t](msec)

M/G/1 System Delay

P = 20% Blue
1.4r pg = 30% — — Gren

b, = 5% <->45% Red

—_

o
)

1 1 1 1 1 1
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9

Link Utilization (pUNK)



Service Cost Function

e Assumption: Following four influences on the service cost:

— Congestion in the network
* Degrades the service quality
— causes the delay in packet transmission.
* The degradation of service is detrimental to the revenue
e Providers have to pay to the Enterprise for jitter (Expense
* An indicator of network congestion
— Mean packet count (M) in the queue system
— Protocol used to provide a service
* Service cost coefficient (0,)
— Amount of service (commodity)
* Throughput (Y)
— Providers’ fixed cost (0)

Cost, (Y, )=g(X,)=6M,6Y, +6Y

n,t-n,t non,t

f¥,)-M,

24



Minimize Cost

A Cost Function assumption
* Service cost is a functions of network congestion
* Mean packet count in network queue system is a congestion indicator

Minimize . .

A

.. aMnl g
= Minimize {0,(Y,, ~+M,,)+06,}
a7,

Minimize M optimize network traffic routes applying nonlinear program

A

oM . route optimization loadbalances and
Minimize |7, = )
t oY, reduces change in M, in low load

25




Minimize Marginal Cost

¢ Minimize Congestion Cost by Optimum Routing Method

— Minimizing Mean Packet Count

2%
¢ Mean Packet Count (M/M/1 Model): M =3 Elpackers]=> - e ,Z
l 1 )Cj

Jjilej

e Non-Linear Program: R .
& Minimize : M = Z jile

! Cz—ij

Subject to : Z x; £ prC,

jileJ

2 X =1,

jeJ (w)
>
xj_O

We implement Gradient Projection and Golden Section line search

to satisfy Karush-Kuhn-Tucker condition

In each game instance (each request for bid), this optimization is performed
(See dissertation for details, we provide highlight in next three slides)




Customer

Non-linear Program: Constraints

Customer
Region#2
(NewYork)

Customer
Region#4
(Atlanta)

Xip F Xigz F Xipg F Xipu3 F Xygzg X315 + 25004 + Xagpy + X005 + X5 + X500 — P Cp <0
Koy Xy F Xyp) F Xago) F Xgspy + X5+ Xypp3 T X105 + X501 + X + X915, — PG, S0
Xi3 F Xpzg X5+ X5+ X5y + X540 + X5ps + X130 + X5y + X403 + X3 — PG5 <0
Xap Xz X500 F Xy + Xog) F Xy + Xgo3y + X304 + X310 X500 T X510 — PG5 S0
Xig F Xpgp T X014 F Xy + X4+ Xy + Xy + X304 + Xy + X500 + X145 — PrCry <0
Xy F Xogy F Xypp + Xy03 F Xy + Xpzgy + Xppgy F Xy130 + X105 + X403+ Xy — PrpCyy S0
Xy F Xigy F Xagy + Xy0) F Xy + Xigp + X103 + X310 F Xago) + Xpp3 + X035 — PrpCyppy 0
Koy F Xogy F Xpgs + Xigg F Xapy + Xp451 F Xapgy + Xog13  Xppas + Xap0s + X500 — PrpChy 0
Koy Xp50 F Xy + Xy + Xps + Xp3s + Xigo3 + X314 F Xoagy + Xypn5 + Xp03 = PrCo3 <0
Xy + X3y + Xygp + X35+ Xapy + Xyzp + X500+ Xy130 T Xigzy T X304 + X354 — PCsp 0
Xy F Xigg + Xpgy T Xag + Xy Xy3gp T Xpzg + Xozgy T X134 T Xgp F X340 — pTEC3fl = O,

Xyz + Xgzp + Xyzp + Xigz + Xopgz + Xy + Xy + Xgzy + Xygpp + Xipus + X513 — PreCis <0

Xip T X3y T Xyyp T X3y T Xy =1 =

Xop Xz + Xy F Xppny F Xy =1 =

0
0
Xi3 F Xppy T X5 + X4y + X143 =13 =0
Xy Xgp + Xygy + Xy + X550 =1, =0
Xig T Xipg F Xj3g + X304 + X955 =14 =0
Xy Xypy + X3y + Xypgy + X350 =1y =0
Xgp T Xg1p T Xyzp T X130 T Xy300 =1 =

Xog T Xgpy FXpay T X3y T X134 =1y =

Xyt X3 T Xy T X3y + X500 =15 =

0
0
Xyz + Xy13 + Xpgs + X3+ Xpy3 — 13 =0
0
Xy + Xaq + Xapg + X305 + X551, — 13, =0

0

Xyz tXyy3 F Xgp3 F Xpp 13+ X3 =13 =

X,: BW of an LSP

Each O-D pair has Five LSPs.
Total: 60 LSPs in each provider
network

C;: Capacity of each link

pre: TE load

(G, e |=1%,20,5e 7
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Non-Linear Program: Initial Feasible Point

e Gradient Projection Method requires an initial feasible vector (X,)

e Determine: New Session Route Vector (NV)
— Minimum Hop Routing

e Step 1
— Select the shortest path (one hop route)

e If fails Step 1, Step 2
— Select either of the two hop route with equal probability

e If fails Step 2, Step 3
— Select either of the three hop route with equal probability

e Anticipated Route Vector = (Current Route Vector) + NV

o Initial feasible vector (X)) € Anticipated Route Vector

28



Non-Linear Program: Gradient Projection Snapshot

Inequality Constraints: Equality Constraints:
(12%60) Glnequaltiy |: Y:| _ (12x1) IOTEC < [ 0] [ 12x60 HLSP ] [ 60><1Y] o [ 12x1 R] — [ 12><10]
(60x60) GNon—negative (00D (60x1) 0 B — [ 12x1 H] = [ 12x1 0]

Working Matrix: W] {GAHt}

This working matrix is the foundation of the working surface (A,)
Direction of movement (d) is found as follows:

P=I-A (A A) A,
d=-PVf(x)'

Find Maximum distance (ay,,,):

x)+a,, g (x)d=b

mactlve mactlve

Use Golden Section Line search to find optimum point in each feasible segment:
Minimize f(x,+a,d,)

st. [A]<[b]
Minimum is achieved at d, = 0 and 4>0 such that the following FONC is satisfied
Vi(x)+ A A, =0 #



Non-Linear Program: Output

Output of Non-linear program
— Optimized Mean Packet Count

N %

M

— Optimum Routes
— Fair Load Distribution Inside the Network

-2>Minimization of Cost

30



Minimizing Change in Congestion

oM route optimization loadbalances and
e e e n,
Minimize A
aY . reduces change in M, . in low load
With Optimization Without Optimization
0.12 \ \ \ 0.12 ‘ ‘ :
Network Load (§,) = 38% Network Load (3,) = 38%

0.1+ 0.1+ :
3 3

o 0.08 o 0.08 -
£ £

3 0.06} 3 0.06} 1
5 5
= =

= 0.04¢ = 0.04¢
S S
5 |
0.02 + 0.02 -
0 | | | 0 | | |
0 0.5 1 1.5 2 0 0.5 1 1.5 2
Simulation Time 4 Simulation Time 4

x 10 x 10
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Congestion Sensitive Optimized Marginal Cost

Marginal Cost (@) and Cost Coefficient (§)

z S
] 3
g g
Q Q
(& (@]
T S
g £
S 5
© ©
s =

0 0
04 05 06 0.7 038 04 05 06 07 038
Network Load (p Netw ork(Y)) Network Load (pNetw ork(Y )




Game Theory Model

Our Model is

— Based on Bertrand Oligopoly Model

— A Myopic Markovian-Bayesian Static Game of Incomplete Information

Our models extends

— Bandyopadhyay et al. On-Line-Exchange Model

Bandvyopadhyay et al. On-Line-
Exchgnge Mgldgl

— Based on Bertrand Model and “Model
of Sale” example

— Symmetric market
¢ All parameters are fixed

— Commodity is not Internet bandwidth

— Two step static game of incomplete
information

— Homogeneous service

— Uses Reinforcement Learning (RL) in
simulation to determine best strategy

e Qur Model:

— Extension to Bandyopadhyay et al.
model

— Asymmetric market

e Demand and cost are functions of the
dynamic nature of Internet traffic

— Commodity is internet bandwidth

— “Myopic” Markovian static game of
incomplete information

— Heterogeneous service

— An analytical framework to determine
the best strategy in dynamic internet
traffic 33




Oligopoly Model Selection

Oligopoly
— A small number of providers collectively influence
* Market condition such as price, capacity
— A single provider alone cannot completely control the market

Two well-established fundamental models of Oligopoly
— Bertrand Model

o Strategic Variable: Price
— Cournot Model
* Strategic Variable: Capacity (quantity)

34



Oligopoly Model

* In the Internet, providers strategically interact
— Long term:
* Adds more capacity, i.e. “bandwidth wars”
— Short term:
* Price adjustment in fixed capacity, i.e., “price wars”
* Our Model is based on Bertrand Oligopoly Model

— Short term
* Session arrival and departure in a relatively short time period

— Capacity does not change during the game
— Providers adjust price to win over customers

— Customers subscribe to the service from the lowest priced provider.
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Game Model Selection

* Game Theory

— The mathematical theory pertaining to the strategic interaction of decision makers

* There are four fundamental classes of game

Game Class

Equilibrium

Static Game of Complete Information

Nash Equilibrium

Dynamic Game of Complete Information

Subgame-perfect Nash equilibrium

Static Game of Incomplete Information

Bayesian Nash equilibrium

Dynamic Game of Incomplete Information

Perfect Bayesian Equilibrium

* Complete Information:

® Providers’ payoff or strategies are common knowledge

*Incomplete Information:

* At least one player is unware of the payoffs or strategies of other providers

eStatic Game

* Players simultaneously interacts (chooses actions) without the knowledge of past

® Dynamic Game

* Players repeatedly interacts based on the knowledge of game history (e.g., payoff)
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Game Model

Our model is Myopic Markovian-Bayesian Game of Incomplete Information

Each provider is a rational player
Each provider’s payoff is private information.

All providers simultaneously select bid price without past knowledge of payoffs

“Myopic Markovian”
* FEach session is an instance of the game
* Game uses one step nearsighted information

The game is also known as Bayesian Static Game of Incomplete Information
* Developed based on Bayes” Conditional Probability Rule
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Game Parameters

* Our Game Parameters
— Strategic Players : A few Internet Service Providers
— Strategic variable : Bid Price (py;q)
— Commodity: the bandwidth of services in the Internet
— Services: Homogeneous/Heterogeneous (Plat., Gold, Silv.) Services
— Capacity: Peer capacity in bw (Fixed)
— Demand: Sensitive to Internet traffic throughput (Variable)
— Marginal Cost: Sensitive to network congestion (Variable)
— Customer’s limited Budget: Reservation price (Fixed)
— Payoff: Profit
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‘Bayesian Static Game of Incomplete Information

e Static Bayesian Game of two Providers ( A.com, B.com)
— In Static Bayesian game, a provider’s strategy is to maximize its’ expected Profit
— G ={Action,, Actiong; Type,, Typeg; Belief, (), Belief(); Payoff, (), Payoffg()}
¢ Action = Bid price (p,,,)
* Type = Provider’s marginal cost (®)
» Payoff = Expected Profit (E(u(.))
* Belief,(.) = Prob ,(Typeg| Type,)
— A.com’s belief or uncertainty of B’s Type given that A.com knows own type

— It is a conditional probability function
— Itis also referred to as the Mixed Strategy Profile

— A.com develops a set of feasible strategies from the belief function:

strategy h,; : Action, <—— h,; (., Belief ,(.))
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Game Model: Belief functions and Strategies

The Belief function is the main entity of this Game

Belief Function: F,(p):
— is the Rejection probability of A.com for A’s bid price p.

* A.com’s belief of B.com’s winning probability for A.com’s bid price p,

F,(pi)=Prob(p, < p;)

Strategy space his the set of functions over F(p)
— Strategy is identified by the rejection probability y

A Strategy, h,; = “95% probability of having the bid rejected”

bid

pl i F, (ph )= prob(p< pi? )=0.95

40



Belief Function (F(p))

e Belief function
— Itis a cumulative distribution function F(p)

* F.(p)

— A.com’s belief of B.com’s winning probability for A.com’s bid price p4

F,(p5*)=Prob(p, < pi")

— A.com’s probability of having its p, bid rejected
* The Rejection probability of A.com

* A.com’s rejection probability = 90%
F,(pi*)=Prob(p, < pi*)=0.90

* A.com believes that B.com will select bid-prices at most p, with 90%probability
* A.com’s winning probability = 10%
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Strategy

e Strategy space his the set of functions over F(p)

The strategy space is constructed from the Type and Action space

A.com’s set of strategies h,; is the set of all possible functions with domain (input) Type, and range
(output) Action,,.

strategy h,; : Action, «<—— h,;(Belief ,(...,Type,))

* A Strategy, hy;= “95% probability of having the bid rejected”

pre i F, (ph )= prob(p < pt )=0.95

n,s,t n,s,t

e Strategy is identified by the rejection probability y

F(pmy bid) = PrOb(pothersbid < pmy bid) = 7/
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Game Model: Belief Parameters

* F(p) =Game(N, I', A(Y) , Q,, ®(M¥))
— N: Number of providers in the market
— I': Market Capacity
— A(Y): Market Demand (function of throughput)
— Q. Customer Reservation Price, function of service type (s)
- ®(M*)): Marginal Cost (function of mean packet count, M)

N N
I' = Z:;KinE :IOTEZ:lKn

Pre(N-DK+¢€ NY,  <p, K, e>0
NY pTEK<NYn,tSAMax

n,t

A(Y,,) :{

ok an;t Sk
a)n,s,t(M n,t):é‘s(Yn,t aY ’ +Mn,t)+0

n,t

n

oM’ C
nt o _ ; Analysis
.o  (c-Ly )
12 "
M, M, . -M,
nitl T nitd Lt Simulation 43

aYn,t+1 (bOD + bDO)




Enterprise
Region#1
(Chicago)

Enterprise
Region#2
‘ (NY)

Market Capacity (I' ): Aggregate Traffic
Engineered access bandwidth capacities of all
providers in a market

N N
I'= Z K, P = pTEZ K,
n=1 n=1

Enterprise
Region#4
(Atlanta)

Enterprise
Region#3
(Dallas)

Market Demand (A):

NY

Prp(N-DK+¢ NY, <p,K,e>0

AY, )=
( n’t) NYn,t PrpK <NY,, <A

Max

(N-)preK  Bvax NpreK
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Market Demand

Max Market Demand (4,,,,)

— Aggregate Bandwidth in active session by all the customers from all the
providers at a certain instant of game (t)

— An NSP cannot meet the demand (A) of the whole market
* pregK <A
— Maximum Market Demand is less than Market Capacity
* Dy <l
— Market Demand is greater than N-1 providers’ aggregate capacity
* PreMN-DK <A <= Ay,
Proposed Market Demand is a function of traffic served (Network
output/production)
— Network is loss-less (no packet drop occurs in the network)

Prp(N-DK+¢ NY, <p,K,e>0
NY,, ppK<NY, <A

n,t

AY, )= {

Max

Y, : Sum of output (production) traffic bandwidth in all the egress ports of an
NSP at a certain Instant of the game (t)



Reservation Price of the Institution

Reservation price (Q) is the price that a customer is willing to pay in the
Reverse Auction
— It can be considered as customer’s budget.

We do not study the method of determining Q.

We assume

— Enterprises (customers) are rational
* Reservation price is selected during the business agreement
+ Enterprises do not violate the agreement
— Do not change the reservation price during the game
— for Homogeneous services, Q is a same fixed value for all providers

— For Heterogeneous services, ), depends on the type of service
Enterprises may adopt their own strategies to determine Q.

— This will require another larger research

* For example, Enterprise selects reservation price by considering monopoly market
(assume that all providers constitute a Super-provider)
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Deriving Belief Function

A.com’s price lower than B.com price

A.com’s price higher than B.com price

F(p)

10 Mixed Strategy Profile of A

0.8

0.5 /
0.2 If B Bids here

Py
Price
Pwin p P)
el
If A Bids here

F(p)
Mixed Strategy Profile of A
1.0
0.8
0.5 /
0.2 If B Bids here
Py Price (p)
rice (p
Pwmin p

-
If A Bids here

This event occurs: 1-F(p)=prob(p,, > p)

u, (p)=(p-a()Y =(p-a(.)pK

If p = pMin
U, (Prgin) = (P — () PK

This event occurs: F(p)=prob(p,, <=p)
uy (p)=(p—a())A() - pK)
Ifp=Q
iy () =(Q-aw())(AL) - pK)

Expected Unit Profit = u(p)=u,(p)d—F(p))+u,(p)F(p)
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Game Model: Belief Function Equations

The derived Belief function for 2 providers is as follows:

(p - (()(M:t ))IOTEK - (Qs - (()(M:t ))(A(Ynt) - IOTEK)
(p=&(M, )2p,K~AY,,)

F(p)=

The derived Belief function for N providers is as follows:

1
F (p ) . (pn,s,t o a)n,s,t (M:,t ))IOTEK - (Qs o a)n,s,t (M:,t )(A(Y:,t) - (N o 1)IOTEI()) N
o o (pn,s,t - a)n,s,t (M:,t ))(NIOTEK - A(Yn*,t ))

Dissertation presents the derivation of the belief function and associated parameters
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Game Model: Properties of the Belief Function

« Belief function shifts left or right on the p axis (x-axis)

* due to the change in the network production and Network congestion
« as a function of Mean packet count in the network
* causes a bid price of a service to change

« Each service class has a distinct Belief function
 For each call, each provider has a distinct Belief function

F(p)

Vis |

* Price (p)
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Feasible Strategies

A Provider finds a bid price of a service from F(p) using h(.)

RP) .
10 Rejection Probability
0.8
are feasible
0.9
0.2 Rejection
<« HighRelection _, . very High Rgjection
r\o " Price (p)
No Rejecti Qlery Low Rejection Absolute Rejection
Strategy Feasible strategies
Very Low Rejection P:ff,r F,( P:f,z) = prob(p < p:f‘it) =y=0.05

Low Rejection

bid bid

Prss - Fos (D) = prob(p

< pﬁf‘it) =y=0.35

Rejection Neutral

pl¥, = Mean(F,  (p))

High Rejection pr L F,(pl )= prob(p < pit ) =y=0.65
Very High Rejection pr L F,(pM )= prob(p< pit ) =y=0.95
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Bid Price

Derived Bid Price for Rejection Neutral Strategy:

Neutral __ (A(Yn*,t) - pTEK)(Qs - a)n,s,t (M:,t ))

n,s,t

2pK-AY,))

( Qs_a)nst
In —

(M) J

*
pMin,n,s,t - a)n,s,t (Mn,t)

| |

+w,,,s,,<M;,t>(

Min,n,s,t n,s,t

Derived Bid Price for any Strategy (y, ,):

Y _
pn,s,t — a)n,s,t

(M, )+

1

7/n,s

20K —AY, )

(Prtinmss = @y, (M) ((A(Y;‘;) - KR, ~, (M)

Dissertation presents the derivation of these functions

|

o, M.,) Q- <M::,t>]




Market Price

We determine Analytical Market Price from the Bid Price

When Two Providers use an Identical Strategy Set:

k
— 7
pMarket,s,t - pn,s,t (Yn,t)

When Two Providers do not use an Identical Strategy Set:
* Market price can be found by solving bid price equations of both providers
* Bid price equations are hyperbolic function
e Solving by algebraic method is seemingly difficult
* We apply Numerical Analysis in MATLAB to solve bid price equations
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Finding Market Price by Numerical Analysis

Price

0 | Bid I?nce Fun?tlons Cor‘werges t(? Market I?rlce ° Bld pl’iCBS converge to marketprice
B.com Bid Price Function * At a steady state market
100 - | Strategy: VLR i
A\ /ﬂ/’ﬁﬂgﬁ
/
90 - P il
A
80 - // . .
A.com Bid Price Function | =" Market Price = $90.7
S Y, =984 Mbps
Strategy: VLR A
70 - -
s
-
e
60 el .
5ol /// | * ___ bid (Y* ) __ . bid (Y* )
- I?Aﬂu%eLsJ - lyA”SJ At/ I)B,at B.t
40

| | | | | | |
700 750 800 850 900 950 1000 1050 1100
A.com Throughput (YA)

Y, #Y,, A =Y,+Y,
r -1
;‘; % 1 7/J K}
p/;;,;,r = wA,s,t (YA,t) + * - * - P
(Prinnss = Buer¥a)) (AT - prKXNQ, -, ,(¥,)))
L (ZpTEK _A(Y;,r)) ]

- a-1

1 Vs

7/‘ * *
p ?;,t = a) ,J,I(A _Y ,t)+ * * - * * * *
e YN (Prtingss = @pss (A =Y) [(A(A ~Y, )= PrK)Q, ~ @, (A —YA,,»J 53
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Profit

Homogeneous Service (All strategies):

*

1,()= (P, ~ @, )Y

We study homogeneous service based market mainly by math. equations

Heterogeneous Service (Identical Strategy Set):

un () = (pn,b,t o a)n,b,t)(g)Yn,t + (pn,g,t o a)n,g,t)(g)yn,t + (pn,r,t o a)n,r,t)(g)Yn,t

Heterogeneous Service (Non-Identical Strategy Set):

Throughput of each service is unknown

Yn,t = Yn,b,t + Yn,g,t + Yn,r,t

One equation three unknowns
Unique Profit cannot be determined by math.

We study heterogeneous service based market mainly by simulation
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Results
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We demonstrate

Validation

Advantages:
— Customer’s benefit
* Is market price less than customers’ budget (reservation price)?
— Provider’s benefit
* Is market price above marginal cost?
* Does providers’ obtain positive Profit?
¢ Can providers optimize in fair market share Profit?

Profit Maximizing Strategies
— Best Strategies (Bayesian-Nash and Pareto-Efficient)

TE Application
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Homogeneous Service MarKet:{h, bzl = (RN, RN}

e Simulation validates Analysis

Unit Profit Curve: e Advantages:
® Monotonous e Market Price less than Reservation Price
e Bound

® Market Price more than Marginal Cost

e Optimizes in Positive Profit in Fair share of
* Market demand and throughput
* Optimum load is around 0.7704

e Concave:
uyp,, +(1A=v)p,,) zyu(p, ) +A-yu(p,,), yel0,1]

Plot 1: Network Load vs. Market Demand Plot 2: Mean Market Price
x 1 100
o 1
=
2 . |
=3 | & |
® 05 \ § 50 \
3 ! 8 |
% | o |
-‘% | |
%’ 0 ‘ ‘ ‘ 0 ‘ | . ‘
1 1.5 2 0.4 0.6 0.8 1
Market Demand Load (pMa rket) Network Load (pN otw © Irk)
Plot 3: Marginal Cost x 10* Plot 4: Unit Profit
100 : 6
N Analytical
€ +  Simulated &
@ — 4
S IS
E 50 2
S £ 2
5] >
=
O . ‘ . . O .
0.4 0.6 0.8 1 0.4 1
Network Load (pNetW ork) Network Load (pNetW ork) 57




Homogeneous Service MarKet (Identical Strategies)

e Simulation Validates Analysis
* Advantages:
*Market Price less than Reservation Price
* Market Price more than Marginal Cost
e Optimizes in Positive Profit in Fair share of
* Market demand and throughput
* Optimum Load is around 0.74 to 0.77

*{VHR,VHR} yields higher Profit, VHR strategy dominates

Market Price

A.com Marginal Cost

A.com Profit

Strategy:A.com = VHR («{A = 0.95), B.com = VHFi(«{A =0.95)

Strategy:A.com = VLR (yA = 0.05), B.com = VLF{(\(A = 0.05)

00 : : 3 100
5% ﬁ | T 50 /
I g I
0 1 | | | | 1 ‘ 1 1 1 | g 0 1 1 | | 1 | | ‘\ 1 |
04 045 05 05 06 065 07 075 08 08 09 04 045 05 05 06 065 07 075 08 08 09
Network Load (pNetw o rk) - Network Load (pNetw o rk)
[e]
00 O 100
Analytical g Analytical

50 +  Simulated * S 50 +  Simulated *

s = ) . * [

0 \4? 1 1 \‘ 1 l ‘ l l l | g 0 ﬁ l 1 1 l 1 1 ‘\ l |
04 045 05 05 06 065 07 075 08 08 09 o 04 045 05 05 06 065 07 075 08 08 09
Network Load (pyy.,, ) = Network Load (pyyer, o)

x 10° _ x10

= S ol [Aeoncpeonbom | i L i
// A.com =B.com Profit | 1 ' | | | | £ M//m |
‘ 1 1 1 1 . 1 1 1 29 ‘ i \ 1 1 1 L L 1 1

04 045 05 055 06 065 07 075 08 08 09 <04 045 05 055 06 065 07 075 08 08 0.9

Network Load (|

PNetwork Network Load (

PNetw ork)




Homogeneous Service MarKet (Non-Identical Strategies)

* Lower rejection strategy

e causes to operate in lower optimum load
* Higher rejection strategy

e causes to operate in higher optimum load
* Higher rejection strategy yields higher Profit

* Higher rejection strategy is dominant

e Simulation Validates Analysis

* Advantages:
*Market Price less than Reservation Price
* Market Price more than Marginal Cost
* Optimizes in Positive Profit

100

Analytical
Simulated

Market Price (Green)
(e
o
I

Market Price Validation: A.com-->VLR, B.com-->VHR

v = 0.05
vg = 0.95

L L
0.35 0.4 0.45 0.5 0.55
Market Load (

x 10* Unit Profit Validation: A.com-->VLR, B.com-->VHR

L L L
0.6 0.65 0.7 0.75 0.8
pMarket)

£ 61 Analytical A.com

o — - — Analytical B.com

S 4| + Simulated A.com

g ¢ Simulated B.com

2 2r----- e e -
o |

o l

%li _
0.35 0.4

Market Load (

p Market)
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Heterogeneous Service Market (Identical Strategies)

o Simulation validates analysis

*Pp> pg > Py
* Advantages:

* Market Price less than Reservation Price

* Market price more than Marginal Cost

e Optimizes in positive Profit in Fair market share of
* Market demand and throughput
* Optimum load is around .68 to .70

Market Price Validation: A.com-->RN-RN-RN, B.com-->RN-RN-RN

&
@ Blue Senice
& 100 N 7 . Green Senice
5 p i " Red Senice
< 0 o —— R ! ! ! l |
g 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75
Market Load (pMa rket)

IS
S Marginal Cost Validation: A.com-->RN-RN-RN, B.com-->RN-RN-RN
<
*g 1001 . *Blue Senice
© Green Senice
g 0= i * i — f "lr» — «*17 f — %t‘Red Semce
g 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75
= ~ Market Load (p Mark et)

S yq0* Profit Validation: A.com-->RN-RN-RN, B.com-->RN-RN-RN
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Market Load
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Heterogeneous Service Market (Identical Strategies) {RN,RN,RN]

*Pp> pg > Py

* Advantages:
* Market Price less than Reservation Price
® Market price more than Marginal Cost
e Optimizes in positive Profit

Plot a: Market Price of Services Plot b: Marglnal Cost (A. com)
200 ‘ ‘ 200
DMarket = 01711 ; :Blue Semce
150 1501 |47 : i - i v ril- 7
% 100 &g/ 100+ J' : “ ” |‘ HM ‘
9 2 l [l
= S : Gre en Se N :
S0 Red Senice | S0y, M Ll Mﬁ |
ol 1 1 1 1 0 "Red Senice
0 1 2 3 4 5 0 2 4 5
Game Instant (t) « 10* x 10"
Plot c: Mean Market Senvice Price Plot d: Mean Marginal Cost (A.com)
150 -~ T T””Vi‘ ””” 150 - T T .
. i / Blue $erv|ce & Elue SeNce /:“
& 100/ ”Gréén”s*émae”” 5 100 T I R
8 / - e ! / |
= l /l - l A T l
o 50 ,,,,,,, :, - z_ j/,/:;,lx;/:‘r; ,,,,,, S) 50 L___ 7/,: ,,,,,, 4‘, ,,,,,, \ ,,,,,,,
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0// | Red §erwce : o .~ " Red Senice
0.4 0.5 0.6 0.7 0.8 0.4 0.5 0.6 0.7 0.8
Market Load (pMarket) Market Load (pMarket)

61



Heterogeneous Service Market (Non-Identical Strategies)

e Higher Priced Service May Not Bring Higher Profit

* Providers” Should Select Lower Rejection Strategy For Higher Profit Yielding Services
* Providers” Should Select Higher Rejection Strategy For Lower Profit Yielding services

100

Rice- Magrd Gt

50 -

A.com: VHR-RN-VLR

—— —— Blue m‘
— - — - Green
7777777 Red
B via o-° 0.7
Market Load
- ia oo 0.7
Market Load
N .1n4
— Blue | Plots |
- - Green Plot 5
77777777 Gre : g
|
s R

—=—="- — _ S S —

0.4
Market Load

100

Rice- Magrd Gt

Savicelaed
o
()]

B.com: RN-RN-RN

50 ¢

Plot 2
—— == 7:>/;
— T -
0.4 0.5 0.6 0.7
Market Load
Plot 4
0.4 0.5 0.6 0.7

Market Load
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Heterogeneous Service Market (Non-Identical Strategies)

Careful Strategy Selection May Allow a Provider to Optimize the Market Profit Share
by Selling Only the Lowest Valued Service

Price - Marginal Cost

Service Load

Unit Profit

A.com: VLR-RN-VHR

100
—— -~ Blue Plot 1
— - - Green
fffff Red
501 -
P
////// - —
‘«//////
0.4 0.5 0.6 0.7
Market Load
1
Plot 3
0.5¢ -

Market Load

Price - Marginal Cost

Service Load

Unit Profit

B.com: RN-RN-RN

100
Plot 2
50 — -
R
//////
0 b //‘ E—
0.4 0.5 0.6 0.7
Market Load
1
Plot 4
0.5 I
0 — — = = == ——
0.4 0.5 0.6 0.7
Market Load
v 1n*
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T |
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Market Load
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Homogeneous Service: MarKet Share in different strategies and marKet demand

The Market Share of Profit Changes Due to the Change in Market Demand

*Market share in the dynamic internet traffic demand
* remains invariant for the Rejection Neutral strategy
* remains close to invariant for the HR and LR strategies
* changes rapidly for the VHR and VLR strategies
* Assign strategies if traffic demand does not change and known:
*VHR: for High demand
*VLR: for Low demand

>Naka Srered Adit (Acam)

A.com: Market Share and Strategies
0.6

0.58} Vj hRN } RN RN
{h vs. { BV pRNY
Aj 2" YAj Aj 2 YAj
0.561- \ \J \J vl vl
| Very High Rejection |
0.541 Very Low Rejection
~
o.521 —
jection Neutral 7
N
048
o4er \ﬁrv Low Rejection
0.44|
| Very High Rejection |
0.42
0.4 L L L L L L L L | 64
0.45 05 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9

Market Load (Market Demand/Physical Capacity)




“Best Strateqy” Set

The “Best Strategy” Set Should Optimize Profit in all Market Load

Bayesian-Nash Equilibrium:
Find  {z,.h)
s.t. Elu, (.

j’

ly )12 Elu, (B, b))

eInternet Traffic demand varies and pattern is unknown
* We use a hypothetical market load distribution
* Gaussian Normal

1.2

5 N
(PMarket=0-65) i '

o.e

pFOb(IOMarket) = \/— CXp o= )
272(0.01) BRI A TS TR TS

Market Load (P parkot)

*Our proposal to compute the expected unit Profit as follows:

Elu,()1= D prob(Pyue )i, ()

Y Prtarker

Eluy()]= Y. prob(py s ()

Y Prtarker

65



Analytical Algorithm to Find Best Strategy Set

FOR y,4;=0.05 to 0.95
FOR yg;= 0.05 to 0.95

FOR paaker = Min to Max
Develop Belief Functions ()
Find Bid_Prices_A;
Find Bid_Prices_B;
Find Market Price;
Find Network_Load_A;
Find Network_Load_B;
Find Marginal Cost_A
Find Marginal Cost_B;
Find U,(.);
Find Ug(.);

END;

Elu,()1= D prob(Py,u)i, ()

Vp Market

Eluy()1= 2, prob(Py. )iy ()

Vp Market

END;
END;

Find (y,;, ¥y} s:t. Elu, (Vs Ve )12 Elu, (7 73]
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Homogeneous Market: Analytical Best Strateqy

B.com
hyj VLR LR RN HR VHR .
VLR | (50,50) | (.54,.55) (.57,.58) (.60,.61) (.66,.73) Unique
LR | (55,54) |(.59,:59) (62,.62) | (:65,66) (74,.77) Bayesian-Nash Equilibrium
Accom [RN [(58,57) |(.62,.62) (.65,.65) (.69,.69) (.79,.80) = {(VHR, VHR)
HR (.61,.60) | (.66,.65) (.69,.69) (.73,.73) (.84,.85) d
VHR | (.73,66) |(.77,74) (.80,.79) (.85,.84) (1.00,1.00)\N
Explaining Bayesian Nash Equilibrium Explaining Bayesian Nash Equilibrium - Bayesian Nash Equilibrium (Homogeneous Market
1 ‘ 1 ‘ = S Azimuth =-37.5°
A.com Strategy b NASH //) 3 1 i ‘Elgv\afion= 30°
VHR (y,) = 0.95 / 2 T
0.95¢ 0.95¢ ; S 0.8 N |
> > /’ u>j \:
Z : 2 , T 06 S
5 5 e R
5 dominant 5 dominant / £ 0.5 os 08
B 085} B 085} / 8 z 0 0 0.2 : '
é é // B.com Strategy (y) A.com Strategy(y)
LE 0.8} LE 0.8} ) > o Azimuth = 45.5°
N N / = USSR | |7 r---_ | Elevation= 30°
T T - 5 ol : ; w - w ; L
E 075} € o750 7 A.com | - L | L _erm T ‘ . -
2 2 - — - - B.com 2 " ! : ‘
/ u>j | L [
07 A.com | - 0.7} b r ‘
, — - - B.com B.com Strategy N
/ VHR (yg) = 0.95 g
0.65 : 0.65 : S
0 0.5 1 0 0.5 1 =
B.com Strategies (’yB) A.com Strategies (’yA) A.com Strategy(y) B.com Strategy(y)

{VHR, VHR} is also Pareto-Efficient Set because there is no other set ( ¢ ) s.t.

u () >u;(a={Very _High_ Rejection,Very _ High _ Rejection}) Vj 67




FHeterogeneous Market: Best Strategy Set from Simulation

{RN-RN-RN}

1
2
3

{VHR-RN-VLR}

{VLR-RN-VHR}

* Three Bayesian-Nash Equilibriums
e Existence of Pareto-Efficient Outcome

Probability of Market Load

40%

20%| 20%

10% 10%

04 0.6 0.8

Scenario 1

Probability of Market Load

20%

Market Load
0.4 0.6

Scenario 2

0.8

Market Load

lllustrating Nash-Equilibrium by 3D Plot

Nash Equilibrium

#3

Normalized Expected Utility

0.95
0.9
0.85
0.8
0.75
0.7
0.65

I e S w
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|
-

|

|
4

|

|

A.com Strategy Set

_Nash Equilibrium
w2 1”

Nash Equilibrium
‘ #1

- E’la\re\tbtefﬁdient
~_ | [ Toutcome

~L

B.com Strategy Set

Hypothetical Market Load
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Care in Adopting the Best Strateqy Set

* Not All Nash-equilibrium is preferred
* Market price of lower priority service may exceed higher priority service

* May confuse customers

* The highest Nash equilibrium that meets customers’ preference should be selected
* In our study, it is {RN,RN,RN} which is also the same for homogeneous service

Mean Market Price (Py;54n)

150+

100+
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o
T
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TE Application: Load Distribution

*[oad Distribution can be performed
*By changing strategies

* Assign lower rejection strategy
eFor Higher load in the network
* Assign higher rejection strategy
eFor Lower load in the network
* Assign identical strategy for fair share of load
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Contributions

Developed a New price transaction architecture that benefits customers and
providers

— By automation
— By providing options to select any provider based on competitive price
— By allowing customer power to specify budget
— By introducing new price transaction research in one-to-many architecture
Developed a mathematical model for providers to
— To compute competitive price through the best strategy
— Optimize Profit in dynamic internet traffic demand
Developed an algorithm and simulation model
— To verify and study providers’ game in flexible environment
Introduced a New framework to determine Bayesian-Nash equilibrium
— In dynamic internet traffic demand

Demonstrated that:

— Providers improved their Profit
* Our approach yielded relative advantages over the existing Bertrand Oligopoly Model

— Providers determined Best strategies (Bayesian-Nash equilibrium and Pareto-efficient
outcome) using our approach

— DProviders was able to obtain fair market share of Profit and throughput
— Providers could implement TE applications such as optimized load balancing in the network
— Customers could enjoy market price lower than their budgets.

Introduced new area in Internet pricing research
— Our research is the first in Internet Oligopoly pricing research for disjoint providers
— Existing research are for monopoly market

Introduced pricing research in a complex network model 72
— Bi-directional links, multiple paths, Origin-Destination and Destination-Origin Call Legs.



Practical Application

Automatic Price-based Services

Profit Optimization and Determining Optimum Throughput
Traffic Load Distribution

Least Price Routing

Forecasting and Capacity Planning

Service Provisioning
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Limitations and Future Work

e Limitations
— Traffic Distribution Pattern
— The Cost Function
— Network Queue Model

e Future Work
— Variable Reservation Price
— Experiment on 3GPP Network
— Priority based Queue System
— Extend model beyond Duopoly
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Appendix



M, < f(X,)

Marginal Cost Function

* Service cost coefficient (0s)

Cost (w): o Mean Packet Count (M)
COStn S I(Yn t) — g(Yn [) — 5SM71 ZYVZ t + HI’IYH t ) Network Throughput (Y)
A ’ S | ® Provider’s Fixed Cost (0,)
Marginal Cost (w):
.,  0g(Y.) oM~ .,
o (M )= A =0.(Y “+M )+6
ns,t n,t aY s\ n.t aY n,t n
n,t n,t
aMn,t+1 ~ Mn,t+1 _ Mn,t Analy51s:
Simulation: aY’”“ Vo =Y, W 5 v c
aMn,t+1 _ Mn,t+1 _Mn,t aYn’t = Y o = 1
- n n, n, —_ 2
aYn,t+1 (bop +bp0) ! t — 12t (C 12 n,t)
' This use of nearsighted one-step history extends | .

the game to a Myopic Markovian-Bayesian Game




Analytical Marginal Cost Function

Customer
Region#2
(NewYojpk

Customer
Region#
(Chicago)

\yéhicago
éewyork

100

100

y‘“':%‘

Y = yChicago + yDaIIas + yAtIanta + yNewyork

Customer
Region#4
(Atlanta)

Customer
Region#.
(Dallas)

—————————————————————————————————————————————————————————————

. Assumption and verified by simulation:

. Optimum routing by Gradient Projection, !
equally load balance network traffic

' across all links in a market.

Chicago

Y, =y, + Y,

Dallas Atlanta + Newyori

+ yn,t yn,t

C_ n,t C_ n,t
12 12

; C

o, (M )=65(,

B 1
nt | (C——Y )
( 12 n)

Y2
2CY,, - t
7 12 )+6,

C-——Y. )
( 12 %




Simulation Marginal Cost Function

N % N %

A %
aMn,t+1 Mn,t+1 _ Mn,t
aYn,t+1 Yn,t+1 _ Yn,t
A% Nk N %
aMn,t+1 _ Mn,t+1 _ Mn,t

Y, ... (byp +bpy)

ANk N %

rF Mnt+l_Mnt o
w (M )=0( : ~+M H)+6
n,s,t n,t S n,t (b +b ) n,t n
oD DO




Profit Functions

Homogeneous Service Market
p:/larket,s,t = pf\lit (YA,I) = pg’it (YB,I)
Y =Y, =Y, A=2v

0, () =y ()

Heterogeneous Service Market

Y, =Y, =Y

A =27

1, () =uy ()

A R A4

p;\k/larket,s,t = pj&,s,t (YA,t) = p;,x,t (YB,t)

un (') = (pn,b,t - wn,h,t )(E)Yn,t + (pn,g,t - wn,g,t )(g)Yn,t + (pn,r,t - wn,r,t

s

4,
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—/ T KMRD,T, . oy S—(START )
O

Clock
Interval =1 sec o

Max duration= -
1e6 sec

For
All four
Regions

NO CRD: Current Regional Demand

MRD: Maximum Regional Demand

@ Set-UP

=T Tnext_caII=Tnow+ EXP(1/A)

next_call

T

now =

Select an OD;; Pair
U~[0,1]

(3

Send RFP To NSP A, NSP B (s, b, Q)

Thow = Ttear_down / roduz\:ltlon Ya / OdUC{\Il(i'IID 33 /
Tear-Down @ Trafflc [Xal €I0 Traffic: [XB] <[0]

Read session
Database for : R o i
the NSP, ! 7 i .
OD pair, ! i
Class, ' |Select the Least Cost Route, b4 Select the Least Cost Route, b4 :
|OD & DO route : v v i
indices Z, € Y,+b Z; € Yg+b !
of the [W, J€IX,] + by [W5]€ [Xgl+ by |
|__session | A, =D(Z,) Ag =D(Z;) |
: A\ 4 A\ 4 :
A Constrained Minimization of Constrained Minimization of
Mean Num. of Packets in Network Mean Num. of Packets in Network
(M/M/1 Queuing System) (M/M/1 Queuing System)
Non-Linear Program Non-Linear Program
@ (Gradient Projection (Gradient Projection
Y and Golden Section Line search) and Golden Section Line search)
Delete both the oM, oM,
OD & DO legs €= € =
g v aY, v aY,
of the session
(.UA=f(ZA, EA,GA,as) wB=f(ZB, EB,GB,as)

onN
Game Theory:F(p) = G(I',Ag, wg, Q)
v

Game Theory:F(p) = G(I,A,, w,, Q)
v

)¢




the NSP,
OD pair,
Class,
|OD & DO route
indices
of the

LsSesslon.

(50D

Delete both the
OD & DO legs
of the session

l TN s wE W v

v

" w— -_— s |

v

Least Cost Route, b4

Z, € Yo+hb

AL\ =D(Z A)

Select the Least Cost Route, b4 Select the

[Wa 1€[Xa] + bgyg

v

[Wgl€ [Xg]+ byyq

Z; € Yg+b

Ag =D(Z;)

Constrained Minimization of
Mean Num. of Packets in Network
(M/M/1 Queuing System) @
Non-Linear Program ‘
(Gradient Projection
and Golden Section Line search)

&, =

Constrained Minimization of
Mean Num. of Packets in Network
(M/M/1 Queuing System)
Non-Linear Program
(Gradient Projection
and Golden Section Line search)

oM,
Y,

Wp=f(Z,, €4,04,55)

_oM,

E, =
) A

wg=f(Zg, £5,0,5)
v

v

P ,= H(F(p))

Add both OD and DO legs

Yo€ 2,
N [Xa] € [W,]
Ttear_down = Toowt EXP(L)

YAGYA-b

<
A"

v

Game Theory:F(p) = G(I,A,, wy, Q) Game Theory:F(p) = G(I",Ag, wg, Q)

Pg= H(F(p))

Customer
Initiates
Session with
maller bid

P,<Pg

A

___________

Add both OD and DO legs

Yp € Z5
[Xg] < [Wel

Ttear_down= Tnow + EXP(L)

< NSP_Index == A NSP_Index == B Yg € Yg-b
X, € [X,]-b
[Xa] € [XA] - boyg % [Xg] € [Xg] ~byig

e
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