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Abstract—Motivated by the increasing need for efficient use of
the electromagnetic spectrum in congested and contested environ-
ments, a co-designed dual-function radar-communications wave-
form framework was introduced that combines the desirable fea-
tures of a pulsed radar transmission (i.e., constant amplitude and
continuous phase) with the ability to embed information in the
phase of the waveform via continuous phase modulation (CPM).
This CPM-based phase-attached radar-communications (PARC)
waveform operates in a pulse-agile mode, which introduces a
coupling of the fast- and slow-time dimensions through what is
known as range-sidelobe modulation (RSM). The flexibility of
CPM-based PARC via its multiple tunable parameters provides
the ability to control this radar performance degradation at the
expense of bit error rate and/or data throughput. Furthermore,
the severity of RSM can likewise be mitigated via mismatched
filter pulse compression on receive to reduce the variance of
the pulse compression responses. Here, we evaluate the radar
and communications performance trade-space as a function of
the CPM-based PARC parameters when assuming both matched
and mismatched filter pulse compression at the radar receiver.
The efficacy of the CPM-based PARC framework for both radar
and communications is experimentally validated in an open-air
environment using a radar in a quasi-monostatic configuration
and a communication receiver in the field-of-view of the radar.

Index Terms—Dual-function radar-communications (DFRC),
mismatched filtering, spectrum sharing, radar-communications
co-design

I. INTRODUCTION

The electromagnetic spectrum (EMS) is a fixed resource
with an exponentially increasing demand from commercial
communication applications [1]–[3]. The resulting erosion of
radar spectrum to meet this communication demand is creating
additional strain on defense applications that must already
operate in congested and contested environments. As such,
ongoing research is focused on improving spectral efficiency
[3], [4] or developing methods to share spectrum between
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multiple functions (e.g. radar and communication sharing
spectrum [5]–[16]).

Generally speaking, spectrum sharing can take two forms:
cohabitation or co-design. Where the former tends primarily to
address the interference that separately operated systems could
cause to one another, the latter involves cooperative control
within the same system. Here, we investigate the co-design
problem, in particular the realization of a single dual-function
system with both radar and communication capabilities. This
dual-function radar-communications (DFRC) framework pro-
vides a means to improve spectral efficiency by performing
multiple functions within the same transmission [17], [18].
While communications and radar functions both use the EMS,
they have competing constraints. Communications waveforms
maximize information throughput by maximizing the entropy
of the waveform [19]. In contrast, radar waveforms require
coherent, restrictive forms to maximize detection performance
(i.e., sidelobe performance, receive processing complexity,
etc.) [20]. Therefore, a dual-function system that performs
radar and communication simultaneously necessarily involves
a performance trade-off between these functions.

Aside from the more obvious approaches of time-sharing
or frequency sub-banding, the notion of radar-communication
spectrum sharing necessitates the use of some manner of
waveform diversity [21]–[25]. As a general principle, wave-
form diversity can involve the exploitation of the available
time, frequency, coding, spatial, and/or polarization degrees-
of-freedom. For example, other work has examined using a
small set of distinct radar waveforms where each represents
a different communication symbol [26], [27], modulating a
communication signal onto the spatial sidelobes of a radar
beam [28], using 4G communication signals to also serve as
short-range radar emissions for automotive applications [29],
tandem hopping of communications within spectral gaps of the
radar emission [30], and phase-modulating a linear FM (LFM)
waveform [31]–[33]. The latter formulation is particularly
relevant for the proposed approach.

In general, co-design has become synonymous with the
field of integrated sensing and communications (ISAC), a fast
moving research area with strong interest from the commercial
sector [34]. However, the present work considers a different
set of constraints than is typical in the current literature.
Specifically, the radar is assumed to be operating in a long-
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range surveillance mode with a high clutter background.
These two practical attributes greatly restrict the design of
the waveform. For instance, the long-range requirement ef-
fectively forces the waveform to be constant modulus and
spectrally well-contained to address the rigors of a high-power
transmitter. Further, to ensure maximum energy-on-target,
the communication capability should avoid deviation from
the spatial distribution of energy (i.e., beampattern) required
during normal radar operations and must only be incorporated
via the waveform modulation. For cross-compatibility with
existing devices, the communications protocol chosen should
also minimally deviate from standard waveforms. This last
design goal restricts the ability to jointly optimize radar and
communications waveforms as the communication signaling
scheme should be drawn from an existing family with well-
characterized demodulation schemes and performance curves.
Consequently, a heuristic approach is chosen for the joint
radar-communications waveform design, leveraging classical
power- and spectrum-efficient design techniques.

As is the case with most radar applications, some communi-
cation systems require spectrally contained signals with good
power efficiency (e.g. aeronautical telemetry [35]). To meet
this need, a family of constant-envelope signaling schemes
was developed, collectively denoted as continuous phase mod-
ulation (CPM) [36]. The continuous-phase feature of CPM
signals leads to good spectral efficiency while the constant-
envelope feature translates to robustness against the distortion
introduced by nonlinear components in the transmitter (e.g. the
power amplifier). As a result, the transmitter power amplifier
can be operated in saturation such that the available power
is efficiently converted into radiated power. Due to these
favorable features, CPM is used in the Bluetooth wireless
standard [37] and two variants of shaped-offset quadrature
phase-shift keying (SOQPSK) modulation, a type of CPM,
are standardized for military applications (SOQPSK-MIL) [38]
and aeronautical telemetry (SOQPSK-TG) [35].

The notion of pulse agility (or waveform agility), in which
the radar waveform is allowed to change on a pulse-to-pulse
basis, was examined in [26] as a means to incorporate a
communication function into the radar emission, where the
set of possible waveforms serves as a communication symbol
alphabet. The primary issue with varying the radar waveform
during a coherent processing interval (CPI) is the clutter range
sidelobe modulation (RSM) [26], [39], [40] that arises because
the pulse compression of different waveforms leads to different
sidelobe structures. When Doppler processing is carried out
across the CPI of pulsed echoes, the presence of RSM induces
a partial loss of coherency in range sidelobes and spread of
energy across the entire Doppler space thus degrading target
visibility. In [26], filter design to mitigate RSM for a given
set of waveforms was addressed via the development of the
iterative joint least squares (JLS) algorithm. However, JLS is
only suitable for transmitting 1− 2 bits per pulse because
the performance diminishes as the number of waveforms
increases. In [27] a closed-form solution is derived for the JLS
approach for moving target indication (MTI) radar, though the
new form is likewise only applicable to low data rates.

Here, we introduce and evaluate a co-designed radar-

communications waveform model whereby information-
bearing sequences are modulated with CPM and phase-
attached to a fixed radar waveform (e.g., an LFM) that remains
constant over a coherent processing interval [41]. This CPM-
based phase-attached radar-communications (PARC) wave-
form is both constant-envelope and continuous-phase to ensure
a spectrally efficient transmission amenable to high power
(saturated) amplification. Phase-modulating an LFM waveform
as a means of embedding communications into radar was
proposed in [32], [33]. Specifically, in [32] information se-
quences modulated with MSK are multiplied by an LFM pulse
while in [33] information sequences modulated with phase-
shift keying (PSK) [42] having an adjustable phase parameter
are multiplied by a higher rate pseudorandom binary sequence
(i.e. spread spectrum) and then a discretized LFM pulse.
The CPM-based PARC waveform model described here is a
generalization that provides more control over the trade-space
between radar and communications performance via multiple
tunable parameters.

While the random nature of the embedded communications
produces a pulse-agile transmission, the adjustable commu-
nications parameters of CPM-based PARC provide control
of the severity of RSM by trading off bit error rate (BER)
and/or data throughput. Here, we evaluate the radar and
communications performance trade-space as a function of the
embedded communications parameters. Under the assumption
of homogeneous clutter statistics, we introduce an expression
for predicting the severity of RSM due to clutter called clutter
RSM (C-RSM) power as a function of the PARC waveform
parameters and method of fast-time (pulse compression) and
slow-time (Doppler compression) processing. Furthermore, we
show that the radar-communications trade-space can be more
advantageous for each function via mismatched filtering on
receive to mitigate RSM without sacrificing communications
performance [43], [44]. Finally, CPM-based PARC was exper-
imentally validated in an open-air environment using a quasi-
monostatic radar configuration and communications receiver.
The main contributions of the paper are as follows:

• Characterization of the spectral content of PARC wave-
forms for various communications parameters, and miti-
gation of spectral spreading via guard symbols.

• Characterization of radar and communications perfor-
mance trade-offs as a function of the PARC parameters
via bit-error rate and point spread function analysis.

• Derivation of the zero-Doppler clutter power spectral
density for a set of PARC pulses and the expected C-
RSM level.

• Characterization of C-RSM mitigation via mismatched
filter design according to a desired template.

• Open-air demonstration of the PARC concept using quasi-
monostatic radar and communications receiver.

The organization of the paper is as follows: Section II intro-
duces the CPM-based PARC signal model and evaluates the
effect of attached communications on the waveform energy
spectral density (ESD), Section III evaluates the PARC system
performance (both communications and radar) as a function of
the selection of waveform parameters, Section IV introduces a
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method of computing the expected C-RSM power for a set of
PARC parameters, and demonstrates the ability of mismatched
filtering to mitigate C-RSM, and Section V describes the
experimental evaluation of CPM-based PARC in both a radar
and communications context.

II. CPM-BASED TUNABLE PARC
The CPM-based PARC framework is a co-designed DFRC

technique using coding diversity, where the emission embeds
unique information on a pulse-to-pulse basis using a specific
waveform modulator, thereby creating a pulse-agile transmis-
sion [26], [27], [32], [33], [41], [45]. Each unique waveform is
associated with a distinct information sequence; however, all
waveforms have the same time duration and spectral support to
ensure coherence of the radar backscatter from pulse-to-pulse.
The emission is captured by a communications receiver within
the illuminated scene that estimates the embedded information
sequence. In this work, only the “downlink” path (from radar
system to communications receiver) is considered.

Figure 1 illustrates the system concept of a CPM-based
PARC implementation comprised of monostatic radar system
with information-embedded PARC waveforms and a commu-
nications user that receives the embedded information. The
radar system consists of a CPM modulator (to embed the in-
formation sequence) and mismatched filter (or matched filter)
generation stage to form filters for pulse compression. While
the analysis in this work is extensible to other radar modes
(e.g., synthetic aperture radar [44]), here we focus on a pulse-
Doppler radar product. The communications receiver consists
of a synchronization block, radar phase function removal, and
estimation of the symbol sequence via the Viterbi algorithm
[36]. Note that for dispersive communications channels, an
equalization stage would likewise need to be implemented
(analysis of equalization for PARC transmissions is left for
future work).

The PARC concept is an alternative to using a pure CPM
waveform (i.e., no base radar waveform) to perform both
communications and radar functions. While a CPM waveform
would provide the best communications performance (i.e.,
throughput), the radar performance (i.e., range sidelobe and
RSM levels) will be dictated by the time-bandwidth product of
the CPM pulse and the number of integrated pulses which may
not be desirable for all applications (see [46] for a discussion
on this topic for random frequency modulated waveforms).
Modulation of the CPM onto a base radar waveform decouples
the overall pulse bandwidth and RSM performance allowing
for tunability of the radar and communications performance
via the CPM parameters.

A. PARC Signal Model
The PARC waveform of pulse duration T transmitted during

the np-th pulse repetition interval (PRI) in an Np-pulse CPI
is modeled as [41]

s(t;αnp
) =

{
ej(ψ(t)+ϕ(t;αnp )) 0 ≤ t < T

0 otherwise
, (1)

where ψ(t) is the phase function of the fixed base
radar waveform, and ϕ(t;αnp

) is the communications

phase function modulated by length-Ns symbol sequence
αnp = [αnp,0, · · · , αnp,Ns−1] where αnp,ns is the ns-th sym-
bol of the np-th pulse. Here, the fixed radar phase function
follows the up-chirped LFM structure,

ψ(t) = 2π
(
−B

2 t+
B
2T t

2
)
, (2)

for swept bandwidth B; however, any fixed signal structure
can be implemented in the PARC framework (e.g., nonlinear
LFM [47]). The communications phase function ϕ(t;αnp) is
modulated via CPM as [36]

ϕ(t;αnp) = hπ

∫ t

0

[
Ns−1∑
ns=0

αnp,ns q(η − nsTs)

]
dη, (3)

where h is the modulation index, q(t) is the shaping filter,
Ts =

T
Ns

is the symbol period, and each symbol is drawn
from the M -ary alphabet αnp,ns ∈ {±1,±3, · · · ,±(M − 1)}
where M is the size of the alphabet. The shaping filter q(t)
has time duration LTs with L a positive integer, and integrates
to unity. When L = 1 the CPM waveform is said to be full-
response; otherwise (i.e., L > 1), it is partial-response. Partial-
response CPM generally results in superior spectral contain-
ment at the expense of increased communication receiver com-
plexity [36], [42]. The communication symbol sequence αnp

is obtained from the length-Nb binary information sequence
bnp

where Nb = mNs and m = log2M (number of bits per
symbol) is called the modulation order.

Given the phase functions in (2) and (3), the CPM-PARC
waveform is constant envelope and continuous phase. The
continuous-phase property leads to high spectral efficiency and
provides a compact spectral roll-off, thereby ensuring good
spectral containment. The constant-envelope attribute allows
the radar transmitter power amplifier to be operated in satura-
tion, which maximizes the transmit power and corresponding
“energy on target.”

The PARC waveform model in (1) can also be viewed
as the time-domain product between the deterministic radar
waveform ejψ(t) and a stochastic communication waveform
ejϕ(t;αnp ) modulated by the information sequence αnp

. The
base radar waveform maintains a degree of commonality
across the set of changing PARC waveforms in the CPI
that is uniquely specified by the tunable parameters h,m,
and Ts, with greater commonality translating to reduced
RSM [40]. These parameters also specify the communication
performance, (i.e., BER and data throughput), and therefore
establish a trade-space where the radar performance can be
improved by accepting a reduced communication performance,
and vice versa. In Section IV, we show that mismatched
filtering can largely mitigate this performance degradation by
matching the pulse compression output to a common response
over all pulses.

Other PARC approaches in the literature involve the phase
modulation of an LFM radar waveform [32], [33]. In [32],
information sequences modulated with minimum-shift keying
(MSK) are multiplied by an LFM pulse. In [33], information
sequences modulated with PSK [42] having an adjustable
phase parameter are multiplied by a higher rate pseudorandom
binary sequence (i.e., spread spectrum) and then a discretized
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Fig. 1. System concept of a CPM-based PARC implementation including monostatic radar system with CPM modulator and communications receiver.

LFM pulse. The CPM-PARC scheme presented here repre-
sents a generalization of such approaches, the spreading of
[33] notwithstanding, that is applicable to arbitrary FM radar
waveforms (e.g., linear and non-linear FM). Specifically, MSK
can be modeled as a special case of binary CPM. Likewise,
PSK with an adjustable phase parameter can be implemented
as a CPM waveform with an adjustable modulation index, an
impulse function δ(τ) as the shaping filter, and a precoder
to convert binary PSK symbols to ternary CPM symbols
akin to the CPM implementation of shaped-offset quadrature
PSK (SOQPSK) [35], [38], [48]. The generalization of the
waveform model via the CPM framework with parameters
(i.e., h, Ts, M , and q(t)) allows for finer control over the
radar and communications trade-space.

B. Spectral Content
The modulation index h, a rational number, is a key

parameter as it controls the total phase change over of commu-
nication symbol interval Ts. For rectangular q(t) with L = 1,
the phase change due to αnp,ns

over a symbol period is
hπαnp,ns

, such that the magnitude of the maximum phase
change is hπ(M − 1). Therefore, when ϕ(t;αnp) is added
to ψ(t), this additional phase deflection results in a spectral
broadening relative to the base radar waveform ejψ(t). This
broadening effect can also be observed from (1) by noting
that the Fourier transform of s(t;αnp

) is the convolution of
the Fourier transforms of ejψ(t) and ejϕ(t;αnp ), resulting in a
wider spectral response on average.

To quantify the expected spectral content of the PARC
waveform, we must consider (for fixed CPM-PARC parame-
ters) the entire set of possible CPM-PARC waveforms s(t; α̃k)
for k = 0, · · · , 2Nb − 1, where α̃k describes the entire set of
possible symbol sequences. Since PARC is a pulsed signal
(finite energy), the spectral content is defined as the expected
energy spectral density (ESD),

Ps(f) = Eα̃k
{|S(f ; α̃k)|2}, (4)

where Eα̃k
{•} is the expectation over the set of possible

symbol sequences, and

S(f ; α̃k) =

∫ T

0

s(t; α̃k)e
−j2πftdt (5)

Fig. 2. Expected ESD Ps(f) of PARC waveforms (from (4)) with
LFM bandwidth B = 100 MHz and pulsewidth T = 10 µs (ESD shown
in black) and four different binary (M = 2) CPM sequences with rectan-
gular shaping filter q(t): h = 1

2
and Fs = 25 MSymb/s (red), h = 1

8
and

Fs = 25 MSymb/s (yellow), h = 1
2

and Fs = 50 MSymb/s (purple), and
h = 1

8
and Fs = 50 MSymb/s (green).

is the Fourier transform of the PARC waveform. The severity
of spectral broadening in the expected ESD of the PARC wave-
form relative to the ESD of the base radar waveform ejψ(t) is
dependent on the spectral content of the information-bearing
CPM signal, ejϕ(t;α̃k). All communications parameters (i.e.,
modulation index h, modulation order m, symbol period Ts,
and shaping filter q(t)) influence the CPM spectral content.

For example, consider an LFM base radar waveform
with B = 100 MHz and T = 10 µs, and an attached bi-
nary (M = 2) CPM sequence for the following param-
eter pairs: modulation indices h = 1

2 and h = 1
8 , symbol

rates Fs =
1
Ts

= 25 and Fs = 50 MSymb/s, and rectangular
(L = 1) and raised-cosine (L = 3) shaping filters q(t). The
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Fig. 3. Expected ESD Ps(f) of PARC waveforms (from (4)) with
LFM bandwidth B = 100 MHz and pulsewidth T = 10 µs (ESD shown
in black), and four different binary (M = 2) CPM sequences with raised-
cosine shaping filter q(t): h = 1

2
and Fs = 25 MSymb/s (red), h = 1

8
and

Fs = 25 MSymb/s (yellow), h = 1
2

and Fs = 50 MSymb/s (purple), and
h = 1

8
and Fs = 50 MSymb/s (green).

shaping filters are expressed as

q(t) =

{
1/Ts 0 ≤ t < Ts
0 otherwise (6)

for the rectangular shaping filter, and

q(t) =

{
1
LTs

(
1− cos(2π t

LTs
)
)

0 ≤ t < LTs

0 otherwise
(7)

for the raised-cosine shaping filter. Figure 2 shows Ps(f) from
(23) for the rectangular shaping filter case compared to the
ESD of the base radar waveform, while Fig. 3 shows Ps(f)
using the raised-cosine shaping filter for L = 3. We observe in
these figures that the bandwidth of PARC waveforms increases
with increasing h and Fs [42], and the spectral roll-off of
the Ps(f) is dependent on the communication shaping filter
q(t), with the longer and smoother raised-cosine shaping filter
translating to less broadening.

Note that while the communications parameters can be
tuned to control the expected ESD of the PARC waveform, the
communications performance and/or demodulation receiver
complexity likewise changes [42]. As an alternative to altering
the CPM parameters, the spectral broadening can also be con-
trolled via guard symbols at the beginning and end of the pulse
for particular waveform types. Specifically, for chirp-like radar
waveforms (e.g., LFM and most nonlinear FM) that traverse
the band during the pulse, the extrema of the frequency content
occur at the beginning and end of the pulse; therefore, if the
waveform is not modulated for communications during this
time, the spectral broadening can be significantly mitigated in
exchange for a small reduction in throughput. This arrange-
ment is equivalent to transmitting null CPM communication
symbols at the beginning and end of the pulse, αnp,ns

= 0

Fig. 4. Expected ESD Ps(f) of PARC waveforms (from (4)) with LFM
bandwidth B = 100 MHz and pulsewidth T = 10 µs (ESD shown in black),
and four different binary (M = 2) CPM sequences with L = 3 raised-cosine
shaping filter q(t): h = 1

2
, Ng = 8, and Fs = 25 MSymb/s (red); h = 1

8
,

Ng = 8 guard symbols, and Fs = 25 MSymb/s (yellow); h = 1
2

, Ng = 18

guard symbols, and Fs = 50 MSymb/s (purple); and h = 1
8

, Ng = 18 guard
symbols, and Fs = 50 MSymb/s (green).

for 0 ≤ ns ≤ Ng − 1 and ns −Ng ≤ ns ≤ Ns − 1, for some
number of guard symbols Ng resulting in a guard time of
Tg = NgTs. Figure 4 shows the raised-cosine shaping filter
case from Fig. 3 with Ng = 8 guard symbols (Tg = 0.32 µs)
for the Fs = 25 MSymb/s cases and Ng = 18 guard symbols
(Tg = 0.36 µs) for the Fs = 50 MSymb/s cases. By adding
these guard symbols at the beginning and end of the pulse,
all cases (except the h = 1

2 and Fs = 50 MSymb/s case) now
have comparable spectral roll-offs to the base LFM ESD.

III. PARC SYSTEM PERFORMANCE

In this section, we discuss in detail the radar performance
and the communication performance of the CPM-based PARC
as a function of its tunable parameters. The communications
performance is dictated by bit error rate (BER) while radar
performance is evaluated via notional point target range-
Doppler responses (i.e., point spread functions). These mea-
sures illustrate the inherent trade-off between radar and com-
munications performance when implementing a matched filter
radar receiver.

A. Communication Performance

Assuming a single strong propagation path between the
radar transmitter and the communication receiver, the base-
band received signal at the communication receiver (after
down-conversion) can be expressed as

yc(t;αnp) =
√
Prs(t− τr;αnp)e

j2πFr(t−τr)ejθr + u(t), (8)

where Pr is the received power, τr, Fr, and θr are the delay,
frequency, and phase offsets between the radar system and
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communications receiver, respectively, and u(t) is a zero-mean
circularly symmetric complex-valued Gaussian noise process
with flat power spectral density (PSD) N0. Since only a single
dominant path is assumed, synchronization of the received
signal is performed via estimation and removal of offsets τr,
Fr, and θr [49]. More complicated channels with delay and/or
Doppler dispersive properties will require channel estimation
and equalization methods to correct for frequency selective
channels [42].

Synchronization of yc(t;αnp) is performed by estimation
of τr and θr for time and phase alignment, and removal of
the base radar waveform phase function via a product with its
conjugate e−jψ(t). The synchronized baseband receive signal
then takes the form

ỹc(0 ≤ t < T ;αnp
) = e−jψ(t)y(t+ τr;αnp

)e−j2πFrte−jθr

=
√
Pre

jϕ(t;αnp ) + ũ(t)
,

(9)

where ũ(t) = e−jψ(t)u(t + τr)e
−j2πFrte−jθr is the resulting

noise process, which is statistically equivalent to u(t) over
0 ≤ t < T due to stationarity, flat PSD, and circular symmetry
of its statistics. Under ideal synchronization, ỹc(t;αnp

) only
depends on the communication sequence αnp ; therefore, the
BER does not depend on the radar parameters. The optimal
detection of αnp

, which requires maximum likelihood se-
quence detection, then can be achieved by applying the Viterbi
algorithm [50]. The Viterbi algorithm operates on a trellis with
pML−1 states representing the CPM scheme [42]. As stated
previously, the modulation index is a rational number (i.e.,
h = u

v with positive integers u, v), M is the size of the
alphabet, and L is a positive integer specifying the shaping
filter duration LTs [42]. The value of p is equal to 2v when
u is an even number, and p is equal to v when u is odd [42].

Note that complete removal of the base radar waveform at
the communication receiver (as in (9)) requires perfect timing
estimation. Timing estimation errors at the communication
receiver will lead to residual phase errors after synchronization
and degrade communication performance (i.e., increase BER)
due to CPM being a type of phase modulation. To give an
example, with time-frequency coupled base radar waveforms
(e.g., LFM) timing errors translate to frequency offset errors
in the communication signal due to the multiplication of the
received PARC waveform by the complex conjugate of the
base radar waveform. The resulting frequency offset will lead
to a linear phase error across the pulse. With coherent demodu-
lation of CPM waveforms using small modulation indices even
small phase errors significantly can degrade communication
performance. Likewise, any mismatch, especially phase mis-
match, between the waveform used for base radar waveform
removal and the received signal radar waveform component
will lead to communication performance degradation. In this
work we assume perfect synchronization, and the impact of
imperfect synchronization on communications performance
will be examined in future works.

Because of the memory of CPM waveforms, exact closed-
form BER expressions are in general not available. In addition,
for a given received power Pr and noise PSD N0, the BER

Fig. 5. The bit error rate (BER) of binary (M = 2) CPM with L = 1 rect-
angular shaping filter q(t) for various modulation indices h and approximate
BER curves using (10) with KM = 1.

depends on all CPM parameters: h, M , Ts, and q(t). Here,
we focus on full-response CPM with a rectangular shaping
filter with L = 1 (full-response), for which accurate BER
approximations are available, and discuss the relationship
between the BER and CPM parameters h, M , and Ts. CPM
with a full-response rectangular shaping filter is also known
in the literature as continuous-phase frequency-shift keying
(CPFSK [42]). Also note that with the CPM-PARC approach,
the radar transmit power does not vary with alphabet size M .
It follows that when comparing the BER rates for different
values of M , the symbol energy Es = TsPr—rather than bit
energy—is kept constant.

The symbol error rate (SER) of full-response CPM with a
rectangular shaping filter can be approximated by [42]

SER(h, Ts,M, Pr, N0) ≈

KM Q

(√
TsPr

N0
2

(
1− sin 2hπ

2hπ

)) (10)

and h ≤ 1
2 , where KM ≥ 1—the average number of

minimum-distance paths—is some constant depending on M ,
and Q(x) =

∫∞
x

1√
2π
e−

η2

2 dη. For the binary case (M = 2),
the BER is equal to the SER, while for higher order modula-
tions it is bounded as SER/m < BER < SER. We verified
by simulation that this approximation is very accurate for
modulation indices h = 1

4 and below with M = 2, M = 4,
and M = 8 using KM = 1, KM = 2.25, and KM = 3.25,
respectively. We refer to the argument of the square root inside
the Q function as the effective communication SNR, or simply
the effective SNR. Because the CPM phase function has
memory, CPM waveforms are assumed to be infinitely long
for analytical purposes. The SER expression (10) is derived
under this assumption. In reality, CPM waveforms have finite
durations and the symbols in the beginning and end of CPM
waveforms may be subject to higher SERs than those in the
middle.

When h is small, the effective SNR decreases approx-
imately by a factor of 4 if h is divided by 2 (a 6 dB
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Fig. 6. The bit error rate (BER) of CPM with L = 1 rectangular shaping
filter and h = 1

16
for various values of the modulation order m = log2 M

and the BER curve using (10) with KM = 1 for the binary case (M = 2).

loss). This can be shown using the trigonometric identity
sin 2hπ = 2 sinhπ coshπ, invoking a two-term Taylor se-
ries expansion around 0 as sinhπ ≈ (hπ − (hπ)3/6) and
coshπ ≈ 1− (hπ)2/2, and then singling out the dominant
terms. It follows from a communication performance perspec-
tive that it is desirable to increase h. Per (10), increasing Ts (or
decreasing Fs) increases the effective SNR, and hence reduces
the SER and BER. However, increasing Ts also reduces the
data throughput as it decreases the number of data symbols per
pulse Ns. The effective SNR does not vary with M . Increasing
M increases KM and decreases the BER lower bound in terms
of the SER. As such, the BER does not significantly vary with
M . On the other hand, the data throughput, given as mNs bits
per pulse, increases with M .

As an example, consider the BER resulting from the use
of binary CPM with a full-response rectangular shaping filter
(i.e., binary CPFSK) and Ns = 64 symbols/pulse as a function
of communication receiver SNR (i.e., Es

N0
= TsPr

N0
) for modu-

lation indices h = 1
2 ,

1
4 ,

1
8 , and 1

16 . The resulting BER curves
and their approximations using (10) with KM = 1 are shown
in Fig. 5, where it is observed that the required SNR to achieve
a given BER increases with decreasing modulation index h.
In particular, the SNR gap between the h = 1

16 and h = 1
8

curves is 6 dB, which is consistent with the analysis above. For
h = 1

4 ,
1
8 , and 1

16 , the BER curves obtained with (10) slightly
underestimate the BER than those obtained by simulation
which uses finite-block (64 symbol) CPM waveforms.

Figure 6 shows the BER curves for modulation order values
m = 1, 2, and 3 (or M = 2, 4, and 8) and the BER curve
from (10) using KM = 1 for the binary case (M = 2). The
modulation index is h = 1

16 and all other parameter values
are the same as those used for Fig. 5. It is observed that the
BER remains approximately constant as a function of m (or
M ) as the SNR (i.e., Es

N0
) is varied from 0 dB to 28 dB. Note,

however, that an increase in M alone will likewise increase
the communications bandwidth. Similar to Fig. 5, the BER
curve obtained with (10) matches BER curves obtained by

Fig. 7. Demonstration of RSM via autocorrelation responses |r(τ ;αnp )|2
(dB) of three randomly generated PARC waveforms with LFM bandwidth of
B = 100 MHz and pulsewidth T = 10 µs, and binary (M = 2) CPM with
h = 1

8
, Fs = 50 MSymb/s, L = 1 rectangular shaping filter, and no guard

symbols.

simulation below 22 dB, while it leads to a lower BER above
22 dB due the simulation having finite-block CPM waveforms.

B. Radar Performance

The correlation performance of the PARC radar receiver
is highly dependent on the selection of the CPM param-
eters. The stochastic nature of PARC (via the embedding
of information) makes it a pulse agile emission, where the
modulation of the waveform changes on a pulse-by-pulse
basis. The autocorrelation function of a waveform provides
the single pulse, point target response under a matched filter
processing assumption, and provides a means of evaluating
radar performance degradation when encoding information.
More generally, the ambiguity function of the waveform
should be used if the target motion is significant over the pulse
duration. Here, it is assumed that this “fast-time” Doppler shift
is not significant over a pulse, thus the pulse compressor output
can be modeled as a time-shifted and scaled version of the
waveform autocorrelation. Define the autocorrelation response
of the np-th pulse as

r(τ ;αnp) =
1

T

∫ T

0

s∗(t− τ ;αnp)s(t;αnp)dτ, (11)

which is necessarily dependent on the CPM symbol sequence
αnp

and is likewise unique on a pulse-by-pulse basis. While
the peaks of the autocorrelation responses (i.e., r(τ = 0;αnp

))
across multiple pulses remain coherent (thus permitting slow-
time processing of multiple pulses), the sidelobe responses
of r(τ ;αnp) are modulated based on the particular infor-
mation sequence of each pulse. This range sidelobe modu-
lation (RSM) [26], [39], [40] creates a decoherence of the
sidelobe responses, and when Doppler processed, spreads
energy over the entire Doppler space. For example, Fig.
7 shows the autocorrelation responses1 |r(τ ;αnp)|2 (dB)

1Only positive delays are plotted since the autocorrelation function is
conjugate-symmetric.
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Fig. 8. PARC waveform PSFs |rD(τ, fD)|2 (dB) for various modulation
indices: (a) h = 1

2
, (b) h = 1

4
, (c) h = 1

8
, and (d) h = 0 (i.e., LFM-

only). For each case, a total of Np = 1000 independent PARC waveforms
were generated with pulsewidth T = 10 µs, LFM bandwidth B = 100 MHz,
binary CPM with L = 1 rectangular q(t), and Fs = 25 MSymb/s (no guard
symbols). Images are zoomed-in to show peak response.

of three randomly generated PARC waveforms with LFM
bandwidth of B = 100 MHz and pulsewidth T = 10 µs, and
binary (M = 2) CPM for h = 1

8 , Fs = 50 MSymb/s, L = 1
rectangular shaping filter, and no guard symbols (Ng = 0).
Note how the mainlobes of the three autocorrelation responses
remain similar (zoomed-in view depicted in the inset), but the
sidelobe responses are modulated.

The severity of RSM depends on the similarity of the
waveform modulation (and thus autocorrelation responses)
across pulses. The base radar waveform within the PARC
framework provides an inherent similarity across pulses, and
the tunability of the CPM parameters naturally provide a
means to control the RSM and thus how much sidelobe
energy is spread across the range-Doppler space. This trade-
off between communications throughput and RSM is inherent
to the radar-communication co-designed waveform problem,
where the PARC signal structure provides the flexibility to
maneuver depending on the prioritization of each function.

To illustrate the spread of energy into the Doppler space
caused by RSM, we can observe the delay-Doppler response of
a point scatterer at zero-delay and zero-Doppler given a set of
Np independently generated PARC pulses in a CPI. Define this
impulse response of the range-Doppler radar receiver as the
point spread function (PSF). Under the assumption of matched
filtered delay compression and rectangular Doppler window,
the PSF for a set of Np PARC waveforms is expressed as

rD(τ, fD;α0, . . . ,αNp−1) =
1

Np

Np−1∑
np=0

r(τ ;αnp)e
−j2πfDnp ,

(12)
where −0.5 ≤ fD < 0.5 is the normalized (or digital) Doppler
frequency. For brevity, the PSF is shortened to rD(τ, fD), and
the dependence of all symbols transmitted during the CPI is
implied.

Fig. 9. PARC waveform PSFs |rD(τ, fD)|2 (dB) for various symbol rates: (a)
Fs = 50 MSymb/s, (b) Fs = 25 MSymb/s, (c) Fs = 12.5 MSymb/s, and (d)
Fs = 6.3 MSymb/s. For each case, a total of Np = 1000 independent PARC
waveforms were generated with pulsewidth T = 10 µs, LFM bandwidth
B = 100 MHz, binary CPM with L = 1 rectangular q(t), and h = 1

8
(no

guard symbols). Images are zoomed-in to show peak response.

Generated using (12), Fig. 8 illustrates the PSF (in dB)
for four sets of PARC waveforms with modulation indices
h = 1

2 ,
1
4 ,

1
8 , and 0 (corresponding to Figs. 8(a)–(d), respec-

tively), where the h = 0 case represents an LFM-only trans-
mission. For the remaining cases, Np = 1000 independent
PARC waveforms were generated with pulsewidth T = 10 µs,
LFM bandwidth B = 100 MHz, binary CPM with L = 1
rectangular q(t), and Fs = 25 MSymb/s (no guard symbols).
Reducing the modulation index clearly reduces the RSM
effect observed through the spreading of range sidelobes
across Doppler; however, all PARC cases have degraded radar
performance compared to the LFM-only case in Fig. 8(d). As h
decreases the degree of phase change due to a communication
symbol αnp,ns

, which is linear with h (i.e., hπαnp,ns
), also

decreases. A lower phase deviation in the communication
component results in reduced pulse-to-pulse RSM illustrated
by the lower spread of power across Doppler.

Figure 9 shows the PSFs (in dB) for symbols rates
Fs = 50, 25, 12.5, and 6.3 MSymb/s (corresponding to
Figs. 9(a)–(d), respectively). The modulation index for all
cases is h = 1

8 and all other PARC waveforms parameters
are the same as in Fig. 8. Similar to the reduction of h, it
is observed that decreasing Fs (increasing Ts) reduces the
severity of RSM. As the communication symbol interval
Ts increases, the phase of the communication component
changes at a lower rate since each phase change hπαnp,ns

occurs over a time interval of length Ts. Since the RSM
level in the PSFs is a measure of the similarity between
pulse compression responses in a CPI, the reduction of RSM
level implies that the similarity between the PARC pulses is
improved when the symbol rate Fs is decreased.

Note that the ability to control the severity of RSM is not
solely a function of modulation index h and symbol rate Fs.
The RSM response will also be a function of the number of
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pulses that are integrated Np [40] and other PARC parameters
(i.e., modulation order m and shaping filter q(t)). For example,
increasing the modulation order (with all other parameters
fixed) will increase that data throughput without a large change
in BER (see Fig. 6), but also increases RSM due to larger
phase rotations per symbol. However, the modulation index
h and symbol rate Fs have the largest effect on the trade-off
between radar and communications performance (i.e., RSM,
BER, and throughput), which is the reason they are highlighted
here.

IV. CLUTTER RANGE SIDELOBE MODULATION AND
MITIGATION VIA MISMATCHED FILTERING

In a moving target indication (MTI) radar scenario, the
primary goal of the system is to detect targets in the presence
of undesired scattering called clutter, which must be sup-
pressed via cancellation or windowing across pulses to reduce
clutter Doppler sidelobes. Pulse-agile transmission introduce
additional complications to the MTI problem via RSM, which
arises both in the target and clutter responses. The resulting
clutter RSM (C-RSM) establishes a self-interference floor
that cannot be canceled with slow-time-only processing, thus
hindering target detection performance [40].

To maintain acceptable MTI radar performance, C-RSM
must be reduced via signal processing methods. Pulse-agile
transmissions introduce a coupling between fast-time and
slow-time dimensions that may require joint-domain process-
ing to mitigate C-RSM [51], [52]. Multiple techniques have
been developed, but are limited by the high computational
complexity of joint-domain processing [53], [54]. Alterna-
tively, fast-time and slow-time dimensions can be approxi-
mately decoupled by increasing the similarity between the
cross-correlation responses pulse-to-pulse. In the previous
section, it was shown that this similarity can be tuned via
selection of the PARC communications parameters. In this
section, we investigate mitigation of C-RSM via design of the
pulse compression filters used on receive (i.e., mismatched
filter design [55]–[59]).

A. Clutter Range Sidelobe Modulation

The effect of C-RSM on target estimation performance can
be evaluated by building a clutter signal model and deter-
mining the resulting clutter power after application of fast-
time compression filtering and slow-time Doppler processing.
We model the clutter response after pulse compression of
the np-th PRI as the convolution of the fast-time correlation
response of the radar receiver with a zero-mean, complex-
valued, white Gaussian clutter process x(τ) as a function of
delay τ , and to isolate the pulse-to-pulse variations due to the
waveform and pulse compression filter, we assume that the
clutter is stationary from pulse-to-pulse and located at zero-
Doppler (e.g., ground-based MTI scenario)2. Therefore, the
clutter response after range compression can be modeled as

2Note that the statistics of the clutter process x(τ) would also be a function
of range due to spherical spreading losses; however, we assume that the
statistics are homogenous for the purposes of this analysis.

c(τ ;αnp
) =

∫
r̄(η − τ ;αnp

)x(η)dη (13)

where

r̄(τ ;αnp
) =

∫ T

0

w(τ − t;αnp
)s(t;αnp

)dt (14)

is the np-th cross-correlation function for any pulse compres-
sion filter w(t;αnp

) (i.e., matched or mismatched) designed
according to the symbol sequence αnp

.
Discretizing the waveform s(t;αnp

) and filter w(t;αnp
) at

sampling rate Fsamp = 1
Tsamp

, we can obtain the discrete-time
correlation vector for the np-th pulse as

r̄np
= Snp

wnp
, (15)

where
wnp

= [w0,np
, w1,np

, . . . , wNw−1,np
]T (16)

is the length-Nw discretized filter in which
wn,np

= w(nTsamp;αnp
), and

Snp =



s0,np
0 · · · 0

... s0,np

...

sN−1,np

...
. . . 0

0 sN−1,np s0,np

...
. . .

...
0 · · · sN−1,np


(17)

is the (N +Nw − 1)×Nw waveform convolution matrix for
discretized waveform samples sn,np

= s(nTsamp;αnp
) that

comprise the length N = TFsamp waveform vector

snp = [s0,np , s1,np , . . . , sN−1,np ]
T . (18)

Therefore, vector r̄np is (N +Nw − 1)× 1. Using this dis-
crete formulation, the clutter response after pulse compression
of the np-th pulse can be expressed as the vector inner-product

cnp
= r̄Tnp

x, (19)

where x is a (N +Nw − 1)× 1 zero-mean, white complex
Gaussian random vector with sample variance σ2

x. Note that
the dependence on information sequence αnp

is implied via
the pulse index np.

Aggregating the clutter samples over the entire CPI
(Np pulses) yields

c = [c0, c1, . . . , cNp−1]
T = R̄Tx, (20)

for
R̄ = [r̄0, r̄1, . . . , r̄Np−1], (21)

where the dependency on the set of information sequences
α0, . . . ,αNp−1 for c and R̄ has been suppressed for brevity.
The expected Doppler PSD due to clutter can be found via
the discrete-time Fourier transform (DTFT) of c modified by
a length-Np taper vector t, i.e., Ec{|(t⊙a(fD))

Hc|2}, where
Ec{•} is the statistical expectation over c, ⊙ is the element-
wise Hadamard product, and

a(fD) = [1, ej2πfD , . . . , ej2πfD(Np−1)]T (22)
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is the length-Np DTFT vector for normalized Doppler fre-
quency fD. Since the covariance of x is an identity matrix
scaled by σ2

x, this expectation can be found in closed-form. To
remove the dependence on the clutter variance σ2

x, we peak-
normalize the Doppler response knowing that the clutter is
located at zero-Doppler. The peak-normalized Doppler PSD
due to zero-Doppler clutter for a given set of Np PARC pulses
can be shown to be

PC(fD) =
(t⊙ a(fD))

HR̄T R̄
∗
(t⊙ a(fD))

tHR̄T R̄∗t
. (23)

Note that this Doppler PSD is based on the specified commu-
nications sequences defined in αnp for np = 0, 1, . . . , Np−1.
A derivation of the expression in (23) is provided in the
Appendix.

Similar to (4), the average Doppler-spread power caused by
C-RSM (denoted as C-RSM power) is determined by consid-
ering (for fixed CPM-PARC parameters) the entire set of pos-
sible CPM-PARC waveforms s(t; α̃k) for k = 0, · · · , 2Nb −1.
Denote the corresponding set of length-N waveform vectors
as s̃k, length-Nw filters as w̃k, and convolution matrices as
S̃k. Define r̄µ = Eα̃k

{S̃kw̃k} as the mean cross-correlation
response, where the expectation is over the entire set of
possible symbol sequences α̃k. We can then define a mismatch
metric [43] as the expected pulse-to-pulse variance of the
correlation response,

∆MM = Eα̃k
{∥S̃kw̃k − r̄µ∥22}. (24)

The mismatch metric not only quantifies the average incoher-
ence across the filter responses, but can also be used to find the
expected C-RSM power in the range-Doppler response after
Doppler processing with an arbitrary number of pulses in a
CPI and an arbitrary taper t. For a particular set of CPM-
PARC parameters (fixed h,M,Ns, q(t)), the peak-normalized
C-RSM power is [40]

PC-RSM(Np, t,∆MM, r̄µ) =
∆MM

Np Lst(t) ∥r̄µ∥22
, (25)

where 0 ≤ Lst(t) ≤ 1 is the SNR loss of the slow-time
Doppler taper defined as [60]

Lst(t) =
|
∑Np−1
np=0 tnp

|2

Np∥t∥22
. (26)

Note that the normalized C-RSM power does not vary with
fD and is thus evenly spread over the Doppler space.

The expression in (23) provides the expected peak-
normalized Doppler PSD due to clutter for a particular set of
Np waveforms, and (25) gives the expected peak-normalized
C-RSM power level (i.e., the Doppler-spread power caused
by C-RSM) over the entire set of possible symbol sequences
for any set of Np waveforms. Both (23) and (25) implicitly
incorporate both the pulse compression filter and Doppler
taper t into their calculations. Furthermore, these expressions
assume that the clutter statistics are homogeneous in range
and localized at zero-Doppler. Note that internal clutter mo-
tion and/or moving platforms will spread clutter power over
Doppler; therefore, the peak normalizations in (23) and (25)
will not hold for these cases. However, it is expected that these

Fig. 10. The expected C-RSM power PC-RSM (dB) and expected Doppler
PSD due to clutter PC(fD) (dB) assuming rectangular Doppler taper t and
matched filter delay compression for a set of Np = 1000 PARC waveforms
for pulsewidth of T = 10 µs, LFM bandwidth B = 100 MHz, binary CPM
with L = 1 rectangular q(t), h = 1/8, no guard symbols, and four dif-
ferent symbols rates: Fs = 50 MSymb/s (blue), Fs = 25 MSymb/s (red),
Fs = 12.5 MSymb/s (yellow), and Fs = 6.3 MSymb/s (purple).

Fig. 11. The expected C-RSM power PC-RSM (dB) and expected Doppler
PSD due to clutter PC(fD) (dB) assuming −60 dB Taylor taper t and
matched filter delay compression for a set of Np = 1000 PARC wave-
forms for pulsewidth of T = 10 µs, LFM bandwidth B = 100 MHz, binary
CPM with L = 1 rectangular q(t), h = 1/8, no guard symbols, and four
different symbols rates: Fs = 50 MSymb/s (blue), Fs = 25 MSymb/s (red),
Fs = 12.5 MSymb/s (yellow), and Fs = 6.3 MSymb/s (purple).

expressions can be generalized for clutter processes that are
spread in Doppler (i.e., not localized at zero Doppler).

As an example, consider processing Np = 1000
PARC pulses using matched filter processing
(w(t;αnp) = s∗(−t;αnp)) and a rectangular Doppler taper
tnp = 1. Figure 10 shows the expected (normalized) Doppler
PSD due to clutter for a generated set of PARC waveforms
using (23) and the expected (normalized) C-RSM power over
the entire set of possible PARC waveforms using (25) for four
different symbol rates: Fs = 50, 25, 12.5, and 6.3 MSymb/s.
For this case, we use a pulsewidth of T = 10 µs, LFM
bandwidth of B = 100 MHz, binary CPM with L = 1
rectangular q(t), h = 1

8 , and no guard symbols. For clutter
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PSD PC(fD), the sinc spectral sidelobes of the rectangular
Doppler window dominate at lower Doppler frequencies;
however, a floor is formed once the C-RSM power begins
to dominate, which is predicted via PC−RMS in (25). This
floor cannot be removed via slow-time-only processing
because the Doppler spectrum is white; therefore, target
detection/estimation performance is limited due to C-RSM.
The expected normalized C-RSM powers for Fig. 10 are
−31.9 dB, −35.4 dB, −38.6 dB, and −42.8 dB for symbol
rates Fs = 50, 25, 12.5, and 6.3 MSymb/s, respectively.
Figure 11 shows the same cases as in Fig. 10 but with a −60
Taylor taper applied in slow-time. The spectral sidelobes of
the Doppler responses are mitigated; however, the C-RSM
power remains, demonstrating that slow-time tapering cannot
mitigate the C-RSM floor. Furthermore, the slow-time filter
loss Lst(t) has increased the normalized C-RSM powers by
the Taylor taper SNR loss of 1.9 dB.

As discussed in Section III-B, Figs. 10 and 11 both demon-
strate that C-RSM power can be reduced via selection of
the communications parameters (e.g., the symbol rate Fs).
However, trading communications performance for improve-
ments in radar performance is not always desirable in a co-
designed joint system. Alternatively, we can improve the pulse
compression filtering w(t;αnp

) (via mismatched filtering) to
largely mitigate C-RSM power caused by pulse agility without
sacrificing communications performance.

B. Mitigating C-RSM via Mismatched Filtering

To maintain acceptable radar performance, C-RSM should
be reduced, which can be achieved by a combination of
waveform design [33], [41] and radar receive processing [26],
[27], [43], [44], [51]–[54], [61]. The detrimental effect of C-
RSM shown in the previous section is caused by the pulse-
agile transmission structure of PARC, which couples the fast-
time and slow-time dimensions [51]. Previous joint-domain
processing approaches were developed for arbitrary pulse-agile
emissions in [51], [52] to maximize the signal-to-noise-plus-
interference ratio (SINR) on receive. Furthermore, in [53],
[54], reduced-complexity implementations of the maximum
SINR approach in [51], [52] were developed, though the
computational complexity is still significant. These approaches
are all based on solutions to large inverse problems with
dimensionality on the order of NNp.

Alternatively, receive processing can be simplified by opti-
mizing each pulse compression filter individually to produce
a common desired correlation response (see [26], [27]), thus
mitigating RSM and decoupling the fast-time and slow-time
dimensions. One of the attractive features of the CPM-PARC
approach is the high data throughput. As a result, the number
of distinct PARC waveforms 2Nb is quite large, which pro-
hibits joint optimization of the filter responses based on the set
of waveforms as in [26], [27] that is only feasible for a small

number of waveforms3. Here, we address receive filter design
for the purpose of reducing the C-RSM within the CPM-
PARC framework [43] by establishing a fixed (i.e., not jointly
optimized [26], [27]) desired common filter response. Given
this common response, the receive filter for each transmitted
PARC waveform is independently computed.

Ideally, the objective for receive filter design is to find
the associated discrete-time filter w̃k satisfying the matrix
representation of convolution denoted as [26]

S̃kw̃k = d, (27)

where d is a (N +Nw − 1)× 1 desired correlation response
common across all pulses. It was discussed in [26] that (27)
cannot be achieved with finite-length filters for more than
two distinct waveforms. Therefore, to reduce RSM for an
arbitrary number of waveforms, the objective in receive filter
design is to minimize the average incoherence among the filter
responses. An important consideration in the mismatched filter
design problem is the incurred mismatch loss (also known as
white noise gain) due to deviation from the matched filter. We
can calculate this fast-time filter loss via [56]–[58]

Lft(w̃k) =
|w̃T

k vk|2

∥w̃k∥22∥vk∥22
(28)

for 0 ≤ Lft(w̃k) ≤ 1, where

vk = [0, . . . , 0, s̃N−1,k . . . , s̃0,k, 0, . . . , 0]
T (29)

is the waveform model at the matched delay of the filter (center
row of S̃k). Note the waveform samples in (29) are reversed
due to the convolutional model.

The mismatched filter design problem can then be viewed as
a minimization of the distance between the true and desired
cross-correlation responses while constraining the mismatch
loss above some value ρ. The resulting optimization problem
can be expressed as [56]

min
w̃∗

k

∥S̃kw̃k − d∥22

s.t. Lft(w̃k) ≥ ρ
, (30)

which is a non-convex problem in w̃k due to the inequality
constraint being non-convex [56]. However, for a quadratic
objective with a single quadratic inequality constraint, strong
duality holds for any definiteness of matrix provided the
Hessian of the Lagrangian is positive semi-definite and Slater’s
condition is satisfied [62, p. 653] (i.e., there exists a w̃k

such that Lft(w̃) is strictly feasible); therefore, (30) can be
globally solved via the Lagrange dual problem [56]. While
the mismatched filter problem is likewise an inverse problem,
the techniques discussed in [51]–[54], [61] have much larger
dimensionality, where the mismatched filtering problem com-
paratively has much lower computational complexity and can

3The approaches in [26], [27] can be implemented on a CPI-to-CPI basis.
Such an implementation would apply each approach to the set of distinct
PARC waveforms transmitted within a CPI, which has at most Np waveforms.
When the set of waveforms changes in the next CPI, each approach is applied
to the new set and so on. As a result, these approaches can be applied to the
CPM-PARC despite 2Nb being in general very large. However, for practical
values of Np, the resulting computational complexity is still very high.
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Fig. 12. The desired correlation responses (mean correlation responses using
matched filtering) d = Eα̃k

{S̃kv
∗
k} for PARC waveforms for pulsewidth of

T = 10 µs, LFM bandwidth B = 100 MHz, binary CPM with L = 1 rect-
angular q(t), h = 1/8, no guard symbols, and four different symbols rates:
Fs = 50 MSymb/s (blue), Fs = 25 MSymb/s (red), Fs = 12.5 MSymb/s
(yellow), Fs = 6.3 MSymb/s (purple), and LFM-only (gray).

be solved efficiently due to its Toeplitz structure [54]. The
resulting mismatched filter takes the form

w̃k =
(
S̃Hk S̃k + λ(ρ∥vk∥22 INw − v∗

kv
T
k )
)−1

S̃Hk d, (31)

where INw is the Nw ×Nw identity matrix and λ is the
Lagrange multiplier designed to meet the mismatch loss con-
straint in (30).

Note that the objective function in (30) takes a similar form
to the mismatch metric in (24). Therefore, to reduce the pulse-
to-pulse variance, it is natural to set the common desired re-
sponse to the mean autocorrelation response, d = Eα̃k

{S̃kv∗
k},

which is dependent on the particular selection of PARC
parameters. Also note that the mismatched filtering problem
when d = Eα̃k

{S̃kv∗
k} only reduces the pulse-to-pulse corre-

lation variance and does not minimize correlation sidelobes
of Eα̃k

{S̃kv∗
k}. Here, we focus on solely reducing C-RSM,

where joint minimization of the pulse-to-pulse variance and
mean correlation sidelobes will be considered in future work.

As an example of the effectiveness of mismatch filtering to
reduce C-RSM power, consider the transmission cases from
Figs. 10 and 11. Mismatched filters are designed for these
PARC transmissions using (31) for filter length Nw = 3N
with d set to the expected autocorrelation response (i.e.,
d = Eα̃k

{S̃kv∗
k}), and are generated using the techniques in

[56] for a loss constraint of 2 dB (ρ = 10−2/10 = 0.631).
Figure 12 shows the desired correlation responses d used in
the mismatched filter design problem compared to the LFM-
only autocorrelation (gray). Note that the correlation responses
are similar to that of the base radar waveform (i.e., LFM);
however, the sidelobes begin to decorrelate as the symbol
rate increases. Figure 13 shows the resulting expected C-
RSM power PC-RSM from (25), and the expected clutter
PSD PC(fD) from (23) given the set of waveforms and
corresponding mismatched filters. Here, a −120 dB Taylor
window (2.9 dB of loss) is used to ensure agreement between

Fig. 13. The expected C-RSM power PC-RSM (dB) and expected Doppler
PSD due to clutter PC(fD) (dB) assuming −120 dB Taylor taper t and
mismatched filter delay compression for a set of Np = 1000 PARC wave-
forms for pulsewidth of T = 10 µs, LFM bandwidth B = 100 MHz, binary
CPM with L = 1 rectangular q(t), h = 1/8, no guard symbols, and four
different symbols rates: Fs = 50 MSymb/s (blue), Fs = 25 MSymb/s (red),
Fs = 12.5 MSymb/s (yellow), and Fs = 6.3 MSymb/s (purple).

the floor of PC(fD) and the relative C-RSM power PC-RSM.
The lower data rate cases (i.e., 12.5 and 6.25 MSymb/s),
have significantly lowered C-RSM power after applying mis-
matched filtering.

The expected normalized C-RSM powers for a rectangular
Doppler taper (i.e., the C-RSM power in Fig. 13 minus 2.9
dB) are −46.3 dB, −64.1 dB, −96.0 dB, and −101.4 dB
for symbol rates Fs = 50, 25, 12.5, and 6.3 MSymb/s,
respectively. When compared to the matched filtering cases
shown in Fig. 10, the application of mismatched filtering leads
to C-RSM improvements of 13.4 dB (50 MSymb/s), 28.7 dB
(25 MSymb/s), 57.3 dB (12.5 MSymb/s), and 58.6 dB (6.3
MSymb/s), showing that the improvement due to mismatched
filtering is nonlinear versus symbol rate. By designing the
pulse compression filters of each PARC pulse to fit the
mean correlation response, we have reduced the pulse-to-pulse
variance and C-RSM power and effectively decoupled the
fast-time and slow-time dimensions for a modest reduction in
SNR loss. The degree to which C-RSM is reduced is highly
dependent on the selection of PARC parameters (e.g., data
rate), and must be considered in the radar and communications
performance trade-space.

V. OPEN-AIR EXPERIMENTAL DEMONSTRATION

The co-designed DFRC performance of the PARC wave-
form was tested in an open-air environment at the University
of Kansas. Three different transmission cases were tested and
processed: two PARC cases and an LFM control case. The
radar and communication parameters for these cases can be
found in Table I. The PARC waveforms selected for test
have two symbol rates (25, 50 MSymb/s) and two modulation
indices (h = 1

2 and h = 1
8 ), with L = 3 raised-cosine (RC)

shaping filter q(t). Deviating slightly from the prior analysis,
the PARC transmissions were interleaved with LFM, where
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TABLE I
TRANSMISSION CASE PARAMETERS

Case 1 Case 2 Case 3

Bandwidth B (MHz) 100 100 100
Pulsewidth T (µs) 10 10 10
Center freq. (GHz) 3.4 3.4 3.4

Pulse repetition interval (µs) 40 40 40
Coherent processing interval (ms) 40 40 40

Pulses in CPI Np 1000 1000 1000

Modulation index h 1/2 1/8 –
Modulation order m (bits/symb) 1 1 –

Shaping filter q(t) RC RC –
Filter duration L (symbols) 3 3 –
Symbol rate Fs (MSymb/s) 25 50 –

Symbols per pulse Ns 250 500 –
Effective symbol rate (MSymb/s) 2.8884 5.7519 –

Guard time Tg (µs) 0.36 0.38 –
Guard symbols Ng 9 19 –

the LFM pulses were used to facilitate synchronization at
the communication receiver. Taking into account the guard
symbols, pulse duty cycle, and alternating LFM and PARC,
the effective symbol rate (and bit rate) is 2.88845 and 5.7519
MSymb/s for Cases 1 and 2, respectively.

A. Radar Loopback Capture Performance

To generate the matched and mismatched filters while
incorporating possible distortions that inevitably arise from
the transmit and/or receive chains, the three CPI cases were
captured in a loopback configuration where the transmit chain
is directly connected to the radar receive chain through an
attenuator. The transmit chain consists of a Tektronix 70002A
Arbitrary Waveform Generator (AWG), bandpass filter, and
amplifier. The receive chain consists of a bandpass filter,
low-noise amplifier, and Rohde and Schwarz FSW26 real-
time spectrum analyzer (RSA) to capture the in-phase and
quadrature signal components. The three CPI cases were
generated directly at passband using the AWG and captured on
the RSA at a sampling rate of Fsamp = 200 MHz for analysis
and filter generation.

The loopback-captured waveforms were used to create the
matched and mismatched filters for radar processing. The
matched filters for each case are simply the direct captures
(time-reversed and complex-conjugated), which includes any
amplifier distortion. For each PARC case, the autocorrelation
responses for all captured pulses in the sequence are coherently
averaged to obtain the mean correlation response, which in
turn is used as the desired response d for the design of the
PARC mismatched filters via (31). Similar to Section IV-B,
the mismatched filters are designed for a length of Nw = 3N
and for a loss constraint of 2 dB (ρ = 10−2/10 = 0.631).

Using the loopback-captured waveforms and pulse com-
pression filters, the expected radar performance for both the
matched and mismatched filter banks can be evaluated via the
PSF (12), the Doppler PSD (23), and C-RSM power (25). The
PSF for the mismatched filters can be generated by substituting
(11) for (14) in (12). Figure 14 shows the PSFs for each PARC
case for both matched and mismatched filter processing and
zoom-in to show the peak response. The mismatched filters are

Fig. 14. Loopback PARC waveform PSFs for: (a) Case 1 - Matched Filter,
(b) Case 2 - Matched Filter, (c) Case 1 - Mismatched Filter, and (d) Case 2 -
Mismatched Filter. For each case, a total of Np = 1000 alternating PARC and
LFM waveforms were generated with pulsewidth T = 10 µs, LFM bandwidth
B = 100 MHz, and binary CPM with L = 3 raised-cosine q(t). Images are
zoomed-in to show peak response.

Fig. 15. The expected C-RSM power PC-RSM and expected Doppler PSD due
to clutter PC(fD) assuming −60 dB Taylor taper t for a set of Np = 1000
alternating LFM and PARC waveforms with pulsewidth of T = 10 µs, LFM
bandwidth B = 100 MHz, and binary CPM with L = 3 raised-cosine q(t)
for: Case 1 matched filtering (blue), Case 2 matched filtering (red), Case 1
mismatched filtering (yellow), and Case 2 mismatched filtering (purple).

effective in reducing the RSM levels relative to their matched
filter counterparts, with the median bin value of the observed
data in Fig. 14 reducing by approximately 11 dB and 15 dB
for Cases 1 and 2, respectively. These levels of improvement
can likewise be seen in Fig. 15 (assuming a −60 dB Taylor
taper) with the expected C-RSM power and expected Doppler
PSD reduced by approximately the same amounts.

B. Open-Air Experiment

For the open-air testing, the transmit and receive chains
were connected to two S-band dishes placed in a quasi-
monostatic configuration and operated in a simultaneous trans-
mit and receive mode. The direct path leakage between the
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Fig. 16. Configuration of open-air experiment with quasi-monostatic radar
placed on a rooftop, communications receiver at a distance of approximately
150 m, and a traffic intersection at a distance of approximately 800 m (not
to scale).

transmit and receive antennas and the near-in scattering acts
as strong clutter components between 0 and 100 meters. The
radar antennas were placed on a rooftop and oriented towards
a traffic intersection in Lawrence, Kansas approximately 800
meters away from the radar testbed and contained multiple
targets-of-opportunity (cars and trucks). The communications
receive antenna was located in a parking lot approximately 150
meters away from the radar and placed to obtain a strong line-
of-sight path between the radar testbed and traffic intersection.
Figure 16 shows an illustration of the experiment configu-
ration. The communications receiver consisted of an S-band
antenna, low-noise amplifier, and Rohde and Schwarz FSW26
RSA to capture the in-phase and quadrature signals. Each case
was transmitted sequentially (one after the other) to illuminate
a similar scene for comparison. The three transmission cases
were looped for approximately two seconds for data capture
at both the radar and communications receivers at a rate of
Fsamp = 200 MHz.

1) Communication Results: The placement of the com-
munications antenna to obtain strong line-of-sight path was
to mitigate the need of equalization methods due to delay
dispersion of the channel (i.e., multipath). The single strong
path allows for simple time and phase alignment of the pulses
for demodulation. Furthermore, the independent reference
oscillator of the communications receiver required estimation
of the frequency offset between the systems. The LFM-only
pulses interspersed throughout the PARC transmissions are
used as pilots for the estimation of these quantities. The
exact method of synchronization involved matched filtering
to each LFM pulse, estimating the delay, phase, and reference
frequency offset via fast-time and slow-time processing. There
are many methods to estimate time, phase, and frequency
offsets of systems [42], and once estimated the received
envelopes can be synchronized and the LFM phase function
ψ(t) can be removed via (9).

A total of eight CPIs were captured for each case resulting
in a total of 924,288 bits transmitted for Case 1 and 1,840,608

Fig. 17. Unwrapped phase trajectories of all Case 1 PARC pulses after
time, phase, and frequency synchronization, and removal of the LFM phase
function.

Fig. 18. Unwrapped phase trajectories of all Case 2 PARC pulses after
time, phase, and frequency synchronization, and removal of the LFM phase
function.

bits transmitted for Case 2. The strong direct path compo-
nent yields an estimated Es/N0 = 50 dB for Case 1 and
Es/N0 = 47 dB for Case 2. The 3 dB of difference in SNR
between the cases is to be expected because the symbol period
of Case 2 is half that of Case 1. All bits in the eight captured
CPIs for both cases were correctly demodulated via the Viterbi
algorithm (i.e., zero bit errors) demonstrating the capability to
embed information onto a radar transmission via the PARC
framework.

The ability to distinguish the symbol sequences can be seen
via the unwrapped phase functions of the synchronized open-
air PARC pulses after removal of the LFM phase function
for Case 1 shown Fig. 17 and Case 2 shown in Fig. 18. The
unwrapped phase functions show the guard symbols near the
beginning of the pulse and the unwrapped phase trajectory
pattern of the CPM phase function once the symbols become
non-zero. The regularity of the patterns demonstrate a good
synchronization accuracy and high SNR of the received pulses.
Note that the first two symbols of each pulse (after the guard
time) were set to 1 (i.e., αnp,Ng+1 = αnp,Ng+2 = 1) to ensure
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Fig. 19. Zoomed-in phase responses of all PARC pulses after synchronization
and removal of the LFM phase function for: (a) ideal Case 1, (b) open-air
Case 1, (c) ideal Case 2, and (d) open-air Case 2.

a steady state of the CPM phase function at the third symbol,
resulting in a shifting up of the phase trajectory after the guard
symbols. While they do not typically carry information, these
symbols were demodulated as if they carried information and
resulted in zero bit errors.

Figure 19 shows a zoomed-in image of the phase trajectories
for ideal and open-air signals for each case. These images are
similar to the eye-diagrams used in linear modulated commu-
nications to demonstrate the quality of the received signal;
however, the diagrams presented here are in degrees instead
of voltage. Figures 19(a,b) show the zoomed-in unwrapped
phase function of the ideal and open-air signals for Case 1,
respectively. The high SNR line-of-sight path of the open-air
data produces a tight phase response similar to the ideal phase
response. Figures 19(c,d) show the zoomed-in unwrapped
phase function of the ideal and open-air signals for Case 2,
respectively. The reduced phase deflection of Case 2 vs Case
1 (i.e., h = 1

8 vs h = 1
2 ) results in a “noisier” phase response;

however, the phase trajectory pattern is still visible, resulting
in error-free symbol demodulation via the Viterbi algorithm.

2) Radar Results: The CPIs for each case were also
captured at the radar receiver and post-processed using the
matched and mismatched filters designed using the loopback
captured pulses as discussed in Section V-A. The difference
between the processed CPIs is minimal; therefore, we evaluate
one of the many CPIs captured during testing to highlight the
radar performance.

Figure 20 shows the processed range-velocity maps (in dB)
for ranges 0 to 1,000 m and velocities ±20 m/s for all trans-
mission cases and pulse compression filters. A −60 dB Taylor
taper is used in all images to lower the Doppler sidelobes. The
scene consists of a large direct-path leakage component near
zero range and velocity, a clutter ridge located at zero-velocity,
and multiple targets-of-opportunity between 650 and 950 m.
As a baseline for performance, Fig. 20(a) shows the Case 3
(i.e., LFM-only) range-velocity map processed using matched
filtering for range compression. The Case 1 range-velocity

Fig. 20. Range-velocity maps of open-air data (in dB) for: (a) Case 3
(LFM-only) - Matched filtering, (b) Case 1 - Matched Filtering, (c) Case
1 - Mismatched Filtering, (d) Case 2 - Matched Filtering, and (e) Case 2 -
Mismatched Filtering. All cases are using a −60 dB Taylor Doppler taper to
suppress Doppler sidelobes.

Fig. 21. Cumulative distribution functions of range-velocity maps between
650 and 950 meters and ±20 m/s for: Case 3 (LFM-only) (black), Case 1
processed using matched filtering (solid red), Case 2 processed using matched
filtering (solid blue), Case 1 processed using mismatched filtering (dashed
red), and Case 2 processed using mismatched filtering (dashed blue).

maps for matched and mismatched range compression are
shown in Figs. 20(b,c), respectively. The Case 2 range-velocity
maps for matched and mismatched filter range compression are
shown in Figs. 20(d,e), respectively. Qualitatively, Case 1 with
matched filtering results in the largest RSM response (most
degradation). Furthermore, both mismatched filter cases are
effective in reducing the C-RSM power relative to their corre-
sponding matched filter range-velocity maps. Unsurprisingly,
the LFM-only Case 3 has the best overall radar performance
since it experiences no RSM.

To quantify the radar performance of each range-velocity
map, a cumulative distribution function (CDF) is generated for
each case that reveals the floor of the range-Doppler map and
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Fig. 22. Cumulative distribution functions of range-velocity maps between
0 and 100 meters and ±20 m/s for: Case 3 (LFM-only) (black), Case 1
processed using matched filtering (solid red), Case 2 processed using matched
filtering (solid blue), Case 1 processed using mismatched filtering (dashed
red), and Case 2 processed using mismatched filtering (dashed blue).

demonstrates the reduction of C-RSM power in the image. The
CDF of the range-Doppler map is analyzed as the level of the
noise and/or RSM floor directly translates to detectability of a
target. Figure 21 shows the CDF of each image in Fig. 20 for
the region where the targets-of-opportunity reside (i.e., ranges
650 to 950 m and velocities ±20 m/s). The clutter and targets
are located at the higher CDF bin values, and the background
floor of the range-velocity map is located in the lower CDF
bin values. The offset between the CDF curves at lower bins
values quantifies the quality of the images since the separation
between the target peaks and the background floor directly
relates to probability of target detection. The difference in
median bin values (i.e., bin values at CDF of 0.5) is used to
determine the suppression of RSM due to mismatched filtering.
The reduction in C-RSM power due to mismatched filter is 5.6
dB for Case 1 and 9.2 dB for Case 2, and the C-RSM power for
Case 2 mismatched filtering is 5.1 dB above Case 3 (LFM-
only). These C-RSM reductions are not what was expected
from the analysis in Section V-A because the C-RSM power
in this region is largely due to the RSM produced by the direct-
path leakage that (for T = 10 µs) extends to (at least) 1, 500
m. To see the expected mismatched filtering benefit of 11 and
15 dB for Cases 1 and 2, respectively, Fig. 22 shows the CDF
for the region that contains the direct path leakage (i.e., ranges
0 to 100 m and ±20 m/s). Note, however, that the separation
between the LFM and PARC CDFs is much larger for this
region due to the high SNR direct-path leakage resulting in
an increased C-RSM. While the application of mismatched
filters for range compression have mitigated C-RSM to a large
degree, the resulting radar performance may not be sufficient
given system requirements. To further mitigate the C-RSM
beyond what was demonstrated here one must either reduce
the modulation index or symbol rate of the communications
component (i.e., trade-off communications performance), or
accept more SNR loss in the mismatched filter design.

VI. SUMMARY AND FUTURE DIRECTIONS

We have introduced a CPM-based phase-attached radar-
communications (PARC) waveform whereby a common base

radar phase function is combined with a CPM communi-
cations phase function to produce a constant-amplitude and
continuous-phase waveform model. The stochastic nature of
the embedded communications produces a pulse-agile trans-
mission where the autocorrelation sidelobes of each pulse are
modulated by the symbol sequence. The resulting C-RSM
produced by these modulating sidelobes spreads clutter energy
over the entire Doppler space, which can mask targets of
interest (thus degrading radar performance). The severity of
C-RSM is directly tied to the communications parameters (i.e.,
modulation order, modulation index, symbol rate, and shaping
filter), and therefore can be tuned to reduce RSM at the
expense of communication performance (e.g., higher BER or
lower data throughput). Under the assumption of homogeneous
clutter statistics, we introduced a method of predicting the
expected C-RSM power given a set of PARC waveform
parameters and method of fast-time (pulse compression) and
slow-time (Doppler compression) processing. To make the
radar-communications trade-space more advantageous for each
function, we designed mismatched filters to match the cross-
correlation response of each pulse to the expected autocorre-
lation response over the set of all symbol sequences, which
largely decouples fast-time and slow-time by reducing RSM
(and C-RSM). Finally, the CPM-based PARC waveform was
experimentally validated in an open-air environment with
a quasi-monostatic radar configuration and communications
receiver.

The tunability of the CPM-based PARC framework provides
a means to control the performance the radar and communi-
cations functions allowing for a flexible co-designed DFRC
implementation. This demonstration of spectrum sharing is
an initial foray into the capabilities of the PARC signal
structure. Additional research problems still need investigating
to maximally leverage the flexibility of PARC. For instance,
the selection of PARC parameters is a crucial decision in
the radar and communications performance trade-space. Joint-
optimality of each function could be achieved by defining a
quantifiable objective based on prioritization of each function.
Furthermore, this work only considers a simple synchroniza-
tion at the communications receiver, where dispersive channel
effects (both time and Doppler) require equalization methods.
Because the PARC waveform will likely have (relatively) high
bandwidth, the channel response will likely be frequency-
selective. Methods to perform equalization in conjunction with
removal of the base radar phase function will be considered
in future works.

APPENDIX – DERIVATION OF (23)

Define the peak-normalized Doppler PSD due to clutter as
the ratio of the Doppler PSD due to clutter normalized by the
response at fD = 0,

PC(fD) =
Ec{|(t⊙ a(fD))

Hc|2}
Ec{|(t⊙ a(0))Hc|2}

.

Expanding the expected Doppler PSD due to clutter yields

Ec{|(t⊙ a(fD))
Hc|2} = (t⊙ a(fD))

HEc{ccH}(t⊙ a(fD)),
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where
Ec{ccH} = Ex{R̄TxxHR̄∗}

= R̄TEx{xxH}R̄∗,

and Ex{•} is the expected value over x. We have defined x as
a zero-mean, white, complex-valued Gaussian random vector
with variance σ2

x; therefore, Ex{xxH} = σ2
xI for identity

matrix I. Therefore,

Ec{ccH} = σ2
xR̄

T R̄∗.

Noting that a(0) = 1 is a vector of ones, it follows that,

PC(fD) =
(t⊙ a(fD))

HR̄T R̄
∗
(t⊙ a(fD))

tHR̄T R̄∗t
.
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